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ELECTRICAL PROPERTIES SHORT COURSE - Gary R. Olhoeft

INTRODUCTION

Electrical propertises describe the ability of charge to
move inside matter. When an external electrical force is
applied to matter, charges move in response. The movement of
charge is called a current, and the ratio of the current
density (current per unit area) to electric field strength
(force per unit distance) is an electrical property of the
material, called slectrical conductivity. Conductivity is a
measure of the ability of a material to transport charge.

Upon application of an electrical force, charges of
opposite sign (positive or negative) respond by moving in
opposite directions. Separation of opposite charges by a
distance (or displacement from their equilibrium positions)
creates another electric field which opposes the original
external field. The charges stop moving when the two balance
and cancel. This dynamic balance of electric fields and
charge separation is called polarization. Non-selectrical
forces such as chemical, thermal, magnetic, and mechanical
forces may also couple to charge, creating charge separation
to produce polarization. Charge transport (conduction) and
separation (polarization) are the two principal types of
electrical properties.

The mlectrical propertias of rocks and minerals are used

for a wide variety of purposes. Passively, changes in



elactrical properties within the earth cause warping of
natural slectric and magnetic fields. Activily. there are
types of electrical properties that result in the generation
of spontaneous voltages around flawing water or where two
dissimilar materials meet. Active stimulation of the earth
by natural or manmade forces can result in measurable
electrical responses due to changes in electrical properties.

By measuring and mapping natural spontaneocus polarization
potentials, changes in natural magnetotelluric fields,
electric field responses from actively induced currents, or
variations in electromagnetic propagation, a picture is
developad that describes variations in electrical properties.

This picture may then be used to explore far oil, gas,
geothermal, mineral, and other rescurces, to delineate faults
and fractures in sarthquake zones or nsar dams, power plants,
and waste repositories, to locate leaks in dams or waste
disposal sites, to map soil moisture variations for
agricultural planning, or to acquire information for a host
of other problens.

No geophysical technique works in all applications and
none give unique answers. However, of the available
geophysical tools, those exploiting mlectrical properties are
the most sensitive to subtle changes within the earth and
thus, often the most useful. Seismic velocity primarily
responds linearly to changes in bulk density with a useful
range of 1 order of magnitude. Magnetic properties primarily

respond logarithmically to magnetite content (with a useful



range of 3 orders of magnitude). Radiometric properties
similarly respond to uranium—thorium—pntaslium concentrations
(3 orders of magnitude). Thermal properties primarily
respond to bulk density and water content (2 orders of
magnitude). High frequency electrical properties (above 1
MHz) primarily respond to bulk density and water content (2
orders of magnitude). However, at low frequencies,
electrical properties respond to bulk density, water content,
water salinity and chemistry, oxidation-reduction reactions,
cation exchange processes, corrosion processas, water
movemeant, chemical concentration gradients, clay—orﬁgni:
reactions, and other phsnomena that involve the movement of
charge over nearly 24 orders of magnitude.

Further, while viscosity has the widest dynamic range
of any physical property (40 orders of magnitude), low
frequency electrical properties have the widest dynamic range
{24 orders of magnitude neglecting superconductors) of any
readily-measured physical property (Table 1). Alsao,
electrical properties are easily measured as a function of
frequency, and the various processes which affect low
frequency electrical responses are usually themsalves
strongly dependent upon frequency. This allows measurements
as a function of frequency to yield useful information about

physical and chemical activity in the earth.



Table 1 - The range of low frequency electrical properties.

Conductivity
(mho/m)

108
108
104
102
10°
10™2
10™4
10”6
1078
1010
10-12
1o-14
jo-16
10-18

Minerals

copper
iron
sulfides
tellurium

germanium

silicon

cryst.selenium
pure water

iodine
polyethylens

amarph.seleanium
teflon/paraffin

diamond
beryllium oxide

Rocks

anthracite

35:a21:;t.r humic matter
wet sandstone/fresh water

" wat basalt
. brown coal

water ice
rock salt

dry silicates

dry silicate powder
alumina

The ranges of DC slectrical conductivity shown in

Table 1 are all typical values and are highly variable as

environmental and other factors changme. Sulfide minerals

may range from 10-5 to 106 mho/m depending upon the amount

and kind of impurities, degree of crystallinity, and

metal ssul fur stoichiometry.

Most solid silicate rocks are

around 10'11 mho/m when vacuum dry at room temperature, but



the addition of a single monolayer of adsorhed water (about
0.01 wtX) will increass th- electrical conductivity by.an
order of magnitude. Similarly, the electrical conductivity
may be increased by up to 9 orders of magnitude from the
vacuum dry value by adding a few weight percent water, or by

increasing the temperature from 20C to 900C, or by increasing

the frequency of measursment from DC to 105 Hz, or by adding
a few weight percent of a conductive mineral. This creates
large ambiguity as to why a material has a given value of
electrical canguctivity.

Table 2 - Gtophyliéal techniques and mechanisms of slectrical
proparties versus frequencies.

Frequenc Procesas Technique
.?Hz) 4 a

SEOﬁtin.OUI Polarization
DC Resistivity

-X .
10 Magnetotellurics
-1 Elay/0rganic Beactions Complex Resistivity
10 Interfacial Pru:..".’ Induced Polarization
101 Oxidation—Reduction
103 Diffusion/Migration Audio—-magnetotellurics
= Ice Relaxation Loop~Loop Electromagnetics
107 Bound Water Relaxation
10 - Radar Sounding
109 Electromagnetic scattering
11 Fres Water Relaxation [ficrowave Radiometry
10 IR Spectroscopy

Some of this ambiguity may be resolved by measuring the

electrical properties as a function of fresquency and



amplitude of stimulus in field applications and as a function
of environmental parameters in the laboratory. Table 2
outlines some of the various field gecphysical tschniques and
chemical mechanisms of slectrical properties versus
fragquency.

Figure 1 illustrates the range of alectrical resistivity
{(the reciprocal of conductivity! for basalt with 4.3%

porosity from Thingvellir, Iceland as a function of

THINGVELLIR 8ASALT

(OHM-M)

RESISTIVITY

LOG

- L 1 1 1 | . L. 1 L 1
-4 -3 -2 - ] | 2 3 &4 35 8
LOG FREQUENCY (HZ)

Figure 1 - Electrical resistivity of basalt as a function of

frequency and temperature, wet and dry.

frequency. The solid lines are measured dry in ultra-high
vacuum, and the dotted line=z are measured saturated with
distilled water. The portions of the curves that show

resisitivity independent of freguency are whers conduction



currents are dominant, and those with resistivity strongly
varying with frequency are where displacement currents
(palarization properties) are dominant. Note that the
frequency of transition from conduction to displacement
increases with increasing temperature and water contasnt.
Note also the ambiguity in that the sample vacuum dry at
250°9C is identical with the water-saturated sample

at -26°C,

By varying the frequency of measursment, fisld
techniques also vary the depth of investigation. Records
from magnetic cbservatoriss that stretch over periods of
decades are used to obtain conductivity versus depth profiles
to about 400km. DC resistivity and magnctotl;luric tools
measure as deep as 30 km. Induced polarization and low
frequency electromagnetic induction tools penetrate to a few
kilometers. These tools uss induced fields to measure to
depths of one or two skin depths (equation (441, primarily a
function of conductivity and frequency) which will be less
than 16% of an electromagnetic wavelength.

Radar and higher frequency electromagnetic tools may
penetrate to several skin depths (many wavelengths) by using
the propagation of electromagnetic enargy. In these cases,
the depth of penstration is determined by the amount of
enargy loss with distance due to conversion of
electromagnetic ensrgy to thermal energy (intrinaic
conduction loss) and dus to energy lost by scattering from

the interaction of electromagnetic snergy at a wavelength



about the same as the scale of electrical inhamogensity in
the material. This distance may range from a fraction of a
meter in a clay soil (high intrinsic and high scattering
loss) to tens of meters in granite to hundreds of meters in

temperats glacier ice to two kilometers in dry salt domes.

In the 10! to 10° Hz range where induced
electromagnetics and complex resistivity techniques are
exploited, the frequency depandence of both the depth of
investigation and of the electrical mechanism causes a
complication. As the frequency is varied, the depth of
investigation is varied and measurements will reflect
changing electrical properties with depth. Changing
frequaency will also excite different meschanisms in the ground
such as ionic conduction, cation exchange, and oxidation
reduction reactions. In order to distinguish a change with
frequency caused by depth variation in electrical properties
vearsus a change with frequency caused by changing
physical-chemical mechanisms, it is necessary to vary the
geometry of the electrode array or induction loops (Keller
and Frischknecht, 1964). The variable geometry also varies
the depth of investigation. Thus, the effects of changing
electrical properties with depth can be determined from the
changing geometry of the electrode array and removed from the
variable frequency data to leave the effects of physical
chemical mechansims. Complications arise from the necessity
of also removing inductive and capacitative coupling which

change with frequency and electrode array, but these may be

-10—~



handled mathematically (Millet, 1947; Dey and Morrison, 1973;
Hohmann, 19733 Wynn and Zonge, 1973, 19773 Wynn, 19793 Pslton
et al., 19783 Ramachandran and Sanyal, 19803 Coggon, 1984)
Wang =t al., 19835).

An alternative approach is to work at very low frasquency
(<1 Hz) and small eslectrode spacings, so the measured
electrical properties are dominantly controlled in freguency
by th, physical ~-chemical processes in the earth, and the
depth of investigation is doﬁinantly controlled by the
geometry of the slectrode array. For a frequency of 1 Hz in
100 ohm-m material, the skin depth is 5033 m, requiring the
eleactrode array toc have a depth of investigation less than
S033 m in order to have the frsquency dependence controlled
by chemical process mechanisms instead of depth variation.

A different approach is to change the amplitude of the
stimulus, and thus sxpleit the nonlinear electrical
properties of some of the physical-chemical mechanisms as

discussed later.



ELECTRICAL PROPERTIES SHORT COURSE - Gary R. Olhoeft

NOMENCLATURE

The electrical properties of all materials have two
things in common: a low fraquency limit at which conductian
(charge transport) phenomena dominate and a high frequency
limit at which dielectric polarization (charge separation)
phenomena dominate. To intreduce the nomenclature of
electrical properties, start with the simplest electrical
circuit (for an introduction to circuit theory, ses Bose and

Stevens, 1947) which includes these limits as in Figure 2.

Figure 2 - Electrical circuit analog of simple rock.

whera G = 1/R; = low-frequency conduction limit

and C1 a high—frequency polarization limit

—12_



reprasent the minimum circuit elements in all rocks and

minerals. The chz elements have been added to

illustrate the simplest relaxation with
CI+CZ = low~frequency pelarization liait

and T = chz = time constant of relaxation. Such a

relaxation feature does not necessarily appear in rocks, and
is usually more complicated (as will be discussed belaw).
Th. simplest circuit elements of resistance, R, and

capacitance, C, are definaed as follows:
R=1/8 = V/1 (&

where V is the voltage (electrical force) in volts driving a
current flow of I amperes through a resistance R (or

equivalently a conductance 8). The resistance describes
an enargy loss or dissipation of 12R watts of power.
-1

C = —mmmm €21
dv/dt

where t is time, and the capacitance describes the storage of

charge in a system with a time-varying force.

The admittance (conductance) of the circuit in

-13-



Figure 2 is

1
-1
R2 + (1uc2)

Y =@ + 1HC1 +

[3]

=38 + {uC;, + — i
1 1 + iawt

To convert this exprassion into the properties of a material,
divide the admittance of the material by the admittance of
the same gesometry of smpty space. Since free space has no
conductivity but always a minimum dielectric peraittivity of
8.854185 picoFarads/meter, the admittance of the empty space

is

Y, = iuC, £41

where Co - (nA/d

B.B8%54185 x 10" 12 F/m = vacuum permittivity

and “©

A = cross—sectional arsa of the volume occupied by the
material

d = thickness of the material volume.
Thus, the result bacomas

Y c c 1 6
1,22 + €53
1 + iwt iwC

Yo Co Ca

-14-



1f the following definitions are made
K, = Cy4/C,

K, = (€, + Cx)/Cg

a
Spc ™ ¢uG/Cn = 3 d/A
then (5] may be rewritten as

K_ ~K a.
K* = 4K® = i —-BG- = + ~-8—-m. . ; JDC_ [&]

we 1+iwT we

where K’ - iK" = complex dielectric permittivity relative to

free space
opc = DC conductivity L (ohm-m¥ 12

K_ = 1lim K°
w=0

and K = 1lim K-
o wre

-t



The complex impedance of the circuit is

Z° - 4iz* = (Y' + iym~! £71
which is converted to a complex resistivity by

p’' = ip* = (Z° - 1iZ") A/d. 8l
By defining a loss tangent and phase angle as

K" o
D = tan(n/2 + §) = —pgr + —co—pT— = —gw £91
Q

where D = loss tangent and ¢ = phase angls betwesen voltage
and current. This simple circuit model allows sasy conversion

from one parameter to another:

1 D
; 2
utoK 1 + P

p' = £101

The fullouinq.pag-s continue the discussion after: Olhoeft,
G.R.y C. Elliot, B. D. Fuller, G. V. Keller, W. J. Scott, and
D. W. 8trangway, 1978, Report of the Subcommittee on
Electrical Standards, Mining Committee, Tulsa:Society of
Exploration Geophysicists.

-1h=



Proposad Standards for the Presentation

of Electrical and Electromagnetic Data

INTRODUCTION

tUnless otherwise specifisd, these standards are written
for systems which are causal, linear, tims—invariant,
dynamic, and isotropic. The systems may be either
lumped-parameter (ordinary differsntial equation) or
distributed-parameter {(partial differential squation) and
they may be either discrete time (difference squation) or
continuous time (differential equation). For definitions of
these terms, see Cooper and McBillem (1967). If the system
is non-causal, it is not physically rsalizable in geclogy.
If the system is non-linear, the original raw data should be
presented without any processing and with a complete
description of the technique of mesasuremant. If the system
varies with time, that behavior should be completely
described. If the system is not dynamic, it is a restricted
subset of these standards and adequately repressnted by the
tarms defined here. If the system is anisotropic, the
parameters of this standard must be made into tansor

quantities (as is done in Sratton, 1941).



ELECTRICAL STANDARDS

Definitions in electrical propertiss logically begin with

Ohm's law

J = of ‘ £113
where J = free charge current density Eamp/mzl
E = glectric field strength [volt/ml
and o = glectrical conductivity {(siemens/ml.

This is equivalently presented as

E = pJ £121

where p = o ! = alectrical resistivity Cohm—ml. Up to this
point, resistivity and conductivity are defined including
only frse charge transport.

In the general case, the following linear relationship

alsa appliss

D = ¢E : C131]
where ¢« = dielectric permittivity {farad/ml

and D = glectric flux density [coul omb/m21.

The real part of the relative permittivity, ¢.’, is

frequently used and defined:

<

= t'/to

-18-



where ¢« = free space permittivity = 8.854185 x 1012 F/m.

o
The real part of the relative permittivity is sometimes
called the "dielectric constant”, but this terminology is no
longar preferred as the permittivity is not a "constant".
The slectric flux density is sometimes called the dielectric
displacsment (from displacement or separation of charge).
Combining this relationship with Ohm's Law through

Maxwell ‘s equation

Vx H=J+3D/0t = Jq [141
where H = magnetic field strength Camp-turn/ml

yields a total current density, Jy, which includes both

free carrier conduction and dielectric displacement terms

Jr = of + ¢« JE/3t. £151

Since, in the gsneral case, both the conductivity and the
dielectric permittivity may be complex, the total resistivity
and the total conductivity may be defined through the

relation

y~1

{p1 — ipy =op +iop = (" + ic") + iw (e’ = i4™) L1561

with a loss tangent and phase angle defined

TP e e
tan 3 = —cot ¢ = = = C171
u% o" + we’

o
-4

L)



where tan3 is the symbol to be used for the loss tangent,
¢ = phase angle (radians]

and the unsubscripted o and ¢ come from equation [15].

r '
€L

/€/> &a/

?

Ef’;//Q/

Figure 3 - Phasor diagram relating complex quantities.

Most instruments fall intc two classes: they sither
measure volatage, V, and current, I, which are related te E
and J by the geometry of the measurement system, or they
measure equivalent series or parallel admittance or
conductance by substitutional comparison against an internal
standard or directly. In the latter case, the effective
capacitance and conductance msasured become effective
dielectric permittivity, («’' + o"/w) from equation [146]
above, and the loss tangent as defined in equation [171].

Those instruments that measure voltage and current

-20-



usually measure the total current (hence the total current

density), yielding a typical asasurement of the form

E(t) = E, sin(ut + ¢ )

183
Jptt) = Jg sin (ut + §))

where E_ = amplitude of E
'J, = amplitude of Jq
t = time [(secl

@ = frequency [radians/sec] = 2wf (where f is

frequency in Hz)
L arbitrary phase offset relative to some time

zera for E

and bj = arbitrary phase offset for JT relative to

the same time as E.

In terms of these equations for E and Jy, the

total resistivity is found to be given by
IpTl = (p+2 + p-'l‘-z)“2 = E /g = resistivity magnitude [19]
¢ = arccot(p’'/p") = ¢, - Oj = phase angle L2201

pPr = (Eg/Jdg? cos ¢ = real resistivity £L211

-21{-



pPT = (En/dy) sin ¢ = imaginary resistivity. €223

The complex total conductivity may be similarly derived or
obtained through squation [1lé4l. _Th- loss tangent and phase
angle of equation [17] are consistant with the phase angle of
equation [201.

For msasurements of induced polarization in the

frequency domain, the following quantities are defined

FE(fI,fz) = fraquency affect = 23]
ipp(fydi

where f1 and fz are the frequencies of measurement f1 < *2

and

NPFE(f ,f5) = normalized percent frequency effect

100 FE(f,,f5)
1094 (Fo/fy)

£24)]

The definitions up to this point have been formulated
for stmady state, sinuscidal excitations. Howaver, the
definitions are equally valid whatever the form of excitation
and response, provided that only the fundamental frasquency is

employed in determining the resistivity and phase angle at



that frequency from measured E and J. If harmonics ars
employed, their amplitude ratios still define a resistivity
as in equation {191 only if the system is demonstratably
linear. The problem is demonstrating that the system is
linear. If the system is nonlinear, the fundamentals will
still produce the same resistivity and phase as an equivalent
linear system, but the harmonics will generate different
values from those found using the fundamental at the same
fraquency as the harmonic. For this reason, all definitions
in the literature are given for the fundamental frequency

only.

Figure 4 illusatrates and compares the complex
dielectric permittivity and complex resistivity frequency
spectra. The loss tangent and phase angle rspresentations
are very similar and mirror images of each other. The loss
tangent shows dielectric relaxations better than the phase
angle, whereas the phase anqgle shows lower frequency Faradaic
relaxations better. The dielectric permittivity and real
part of the complex resistivity are comparable (the log
resistivity amplitude scale is twice that of the log
permittivity). Note that after the initial frequency
independent plateau in sach, whenever the resistivity or
permittivity has another frequency independent plateau, the
other is strongly varying with frequency.

-2



LOG PERMITTIVITY
ALIAILSIS3Y 907 —-—

LOG FREQUENCY

- N T e

207

LOG LOSS TANGENT
ISVHd-

LOG FREQUENCY

Figure 4 — Comparison of complax {frequency spectra.

In the more general casas, pT(u) and GT(H) are the

frequency dependent, complex transfer functions relating

arbitrary transformable functions E{uw) to JT(u). The

frequency dependence has the following genaral limit:



-1t ' . " -1
o) = = lim (or(w)+ict(w)] = 1lim fpr(w)-ipY(w)]. £2%]
pc * Poc T S5 T T o PT P

In the time domain, the frequency domain parameters
given above are transformed from transfer functions into
impulse response functions through the Laplace transform.

This causes Oha’'s law to appear as a convolution of the form:

E(t) = ric) JT(t—r) de

o [261

o
Jpit) = sit) E(t-v) dx
o)

where ri(t) and s(t) are the impulse responses representations
of resistivity and conductivity respectively. The impulse

responses are given in terms of the transfer functions as

1
rit) = ——oe etiot 5 () du [271

2w
-a

and similarly for conductivity. Further introduction and

discussion of these parametars may be found in Keller (1939),

Fuller and Ward (1970), Shuey and Johnston (1973), Doestsch

- -



(1971), and Cooper and McBillem (1967). With instruments
capable of racording digitized waveforms of E(t) and J(t),
the impulse response or the transfer function are the

preferred forms for presenting the data.

Other acceptable parameters for induced polarization
measurements in the time domain are the integral
chargeability, M, for a full period symmetrical waveform

(averaged over both halves of the period) whers

1 8
M(T; 4Ty Tx:Ty) = o V (t) dt [sec] 281

p

ta

whare common usage in terms of voltage instead of electric

field has been followed, and

Ty = "on" time for a symmetrical pulse

T2 = "0ff" time interval between equal but opposite
polarity “on" times,

T3 = time interval from turn off time to first
measurement of the response V’(t.)

T4 = period of integration = t, - t_

V., = amplitude of the "on" pulse = lim V()
P TI-OQ

and Vg (t) = the mesasured amplitude of the secondary
voltage response.

-2&-



Figure 5 - Definitions for [28] through [321].

The instantanecus percent chargeability, Ch, is given by

Vit )
Ch(T ,Tp,Ty) = -—-;‘—- 100 [percent] €291
p

whers Tl' T2, and T3 are as before. The gensral equation

faor VIit) with an arbitrary waveform is given by

vit) = K r{c) I(t-) d= £301]

-27 =



similar to squation £26] but with the factor K to account for
the gecometry, where again

vV, = lim V{t).
P Tl".

The volume chargeability, m, is given as (Siegel, 1939)

1
= = lim V() €313
Tl-..
Tyde

The relation betwean the fresquency and the time domain is

axpressaed through the transforms [27] above and the limiting

case

lim M= 1lim FE [321
T 1 o 2 2 "0

Tz'.. fz".

TS*O

T"’.

which repressents a situation in the time domain of an

infinitely long pulse, Vp. turned off and left off

for an infinitely long time.

In field practice, the measured quantitiss are commonly

termad “apparent” and are sxpressad in the same units as the



corresponding "trua® gquantities discussed hers. No matter
what the form of measurement, the data should be presentsd
after corraction for the geometric configuration of the
system based upon an assumed homogensous medium (converting Vv
and I to E and J) and after corrsction for any known and
stated instrument characteristics and inaccuracies, but
befors any corresctions which are model dependent (including
laynring, threse-dimensional effects, coupling, and others).
After the data has been presented in this fashion, then
interpretation and modelling may be presented.

If{ particular measurement systems yield data in another
form than on-‘of those presented here, that data should be
prasented with an explicit and detailed sxplanation of
exactly what was measured and also with a derivation of the

parameters in terms of those used here.

NONL INEARITY

Although many instances of nonlinear electrical
properties exist (Shaub, 19653 Alvarez, 1973; Katsube et al.,
1973; Parry=-Jdones, 19793 Devreese and Van Doren, 197643
Olhoeft, 1979, 19853 Klein and Shuey, 19793 Olhosft and
Scott, 19803 Anderson, 1981), none are sufficiently well
understood or characterized as to allow parameter
standardization. It is recommended that in situations where

nonlinear behavior is suspected, both frequency and time

29—



domain data should be recorded, the actual waveforms of E and
J should be recorded, and a Lissaijous plot of E versus J
should be presented with the other forms of data. If these
are not paossible, a discussion of the probable consequences

of using linear parameters should be provided.

ELECTROMAGNETIC STANDARDS
In slectromagnetic systems, the linsar relation
B = puH £331

is added to the electrical systems discussed above, wheare
B = magnetic flux density [teslal
H = magnetic field strength [amp-turn/ml

and u = magnetic permeability [henry/ml.

The ralative magnetic permeability is also defined as

B = “/“o L34]

where Bg = 4w x 10'7 Henry/m = fres sgnc- or vacuum
permeability.

The magnetic susceptibility is defined as
-1 _ .
Xm = By 1 C332

As discussed above for the slectrical systems, 4 has a

-Z0=



general form of a transfer function which may be complex and
frequency depsndent with the conssquence that there is a

magnetic loss tangent, defined as
tan 3, = p"/p’ £3461

with p = p' = ip". Tha total slectromagnetic loss tangent

thus bescomses

3 -3
tan 3__ = tlnt---;n—] = cot @ t373

whare 3 and a-m arse loss angles from the electric (angle

betwesn E and J) and magnetic (between B and H) loss tangents
respectively, and © is the phase angle of E with respect to
H. The phass angle is also given as

tan @ = /P L3811

‘where
(x + 18)2 = k2 = —ipw (0 + iwe) = —ipwos L3791

in which k = circular wave number

«x = phase constant [(radians/ml

-31=-



ne g 1/2 1/2
IR - (1 + ——m=m— ) + 11 £401
2 «2u2

8 = attsnuation constant [nepers/al

<
= y1/2 - 1131/2 [411

and or is the complax total slectrical conductivity given

in [16] above.

The attenuation (dus to properties of the medium in the

absenca of scattering processes) is also commonly given as

N=-208 logyoe = -8.686 § [dB/m]. C421]

The propagation constant in the medium is
vy = ik, [43]

Notw that the older literature (e.g., Stratton, 1941) differs
from the nawer litesrature (IEEE Standard 211(1977); Lorrain
and Corson, 1971) by a factor of i.

The phase velocity in the medium is



VP = /% [a/sec] £44]

The wavelength in the medium is
A = 2u/m (ml CAS]
and the skin depth or attenuation length is
a= 1/ Cml L4461
which is the distance an electromagnetic wave travels in the
medium while being attenuated by 1/e.

The characteristic intrinsic impedance of the medium is

Zn = uu/k Laohms] C471]

The attenuation length or skin depth from [44] is
frequently assumed to be a simple function that is dominantly
controlled by frequency and electrical conductivity

A= (2/upm) 172 [481

For most low—frequency electromagnetic induction problems,
this is a valid approximation. However, in some materials,
the dielectric contribution cannot be ignored and the

original squation [441 must be applied. In Figure &, the
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Figure & — The effect of displacesent currents on skin depth.

light solid line labelled 3.?:105 ohm-m is squation [48] for
a simple conductor without displacement currents (e.g.,
dielectric effects). The dashed-dotted line is for water
ice including both dielectric and conduction effects per
equation [44] and the heavy solid line is for clay permafrost
including both effects (Olhoeft, 1977). Note that the

dielectric affects ars important only above 3x10° Hz.
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Figure 7 illustrates the transition from inductive
electromagnetic behavior described by tha diffusion squation
to nlcctrbmngnetic propagation described by the wave equation
(Stratton, 1941). 7The main plot shows the loss tangent
{(salid line), skin depth {(fine dashed line), and the ratio of
waveleangth to skin depth (coarse dashed line). In the
low-frequency inductive limit, the ratio is asymptotic to 2w,
which results in electromagnetic energy that decays to 1l/e in
16% of a wavelength and follows the diffusion equation.
Across the top of the figure, the smaller plots show the
decay of the slectraomagnetic energy versus distance in units
of wavelength (the top row shows the snvelope of decayj the
bottom shows the actual waveform decaying). Figure 7 ia

drawn for the slectrical properties of 1000 ohm—m water.



Note that there is an electromagnetic propagation window

near 109 Hz, between the low frequency conduction loss

mechanism and the high frequency orisntational polarization

relaxation near 1011 Hz.

The preceding discussion about nomenclature is not
universally accepted. On page 32, it was noted that there is
4 factor of { batwasn the older eslectromagnetic literaturs
and that of the 1970°'s. Similarly, many éf the symbols are

themselves subjsct to dispute. Electrical: snginsers and

physicists argus over the use of “i" versus “j" for -11/2,
and several groups are using conflicting symbeols for other
parameters.
The most serious conflicts arise betwaen the physics,
electrical sngineering, chemistry, and petroleum communitiss.
Most of these conflicts can be resolved by careful attention
to context. An example is the symbol used for electrical
conductivitys
o is commonly used by physicists and electrical
anginaers,
Cis used by most well-loggers and petroleum
engineers,
x is used by chemists,
and y Or A are sometimes used by physicists.
The problem compounds due to a limited number of symbols
and the fact that nearly all symbols are used for something

in each community. Thus, while C is slectrical conductivity



to a petroleum engineer, C is capacitance to an electrical
engineer., Similarly, o is electrical conductivity in
elactrical engineering, is surface tension in chemistry, is
strain in rock mechanics, and s0 on...

Part of the problem with aymbols is being reduced by the
journals that require tables of symbols in sach article or
reference to a standard such as the IUPAC, IUPAP, IEEE, SPE,

ASTM, or ather standards on terminology.
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ELECTRICAL PROPERTIES SHORT COURSE - Gary R. Olhoeft

Charge Transport

Electrical properties are transport propsrties as they
describe the motion and consequences of the motion of charged
particles. The properties related to the actual motion of
charge are various aspects of energy loss in a material. The
fivg principle mechanisms of charge transport arm

1) diffusion: the random motion of matter through an
- ordered or random medium in response to a force,

2) ﬁ-rcnlatinn: the regular motion of matter through a
random medium in responss teo a force,

3 ﬁigratinnl the diffusion or percolation of charge
in response to an electric field (note that diffusion
involves ions of oppasite charge moving in similar
directions while migration involves ions of vpposite
charge maving in opposite directions),

4) convection: the movement of matter in response to a
thermal gradisnt,

and 5) tunnelling: the quantum statistical movement of

charge through an energy barrier.

The two most important mechanisms are migration and
tunnelling. The mathematics of diffusion and percolation in
the migration mechanism fundamentally describe the DC

electrical conduction of charge through bulk matter or along

-X8—-



gurfaces. The tunnelling process primarily controls the
movement of charge across interfaces batween dissimilar
materials. The best references to bulk conduction phsnomena
are Hladik (1972), Blatt (19&8), Kofstad (1972), and the
series Diffusion and Defect Data (1947- ). In comparison,
surface conduction is little studied, but has been recantly
reviewad by Henzler (197%), Bonzel (1973), and Binh (17683).
Charge transport across interfaces will be discussed later.

Materials are also classifisd by the character and

magnitude of their electrical conductancas.

1) Metallic conductors: A material throughout which
there is a uniform distribution of valence electrons
that are not tightly bound or asscciated with any

particular atom. Motions of electrons are constrained by
electron—-phonon scattering, olnctron-.lnctran.scatt.ring, and
scattering from stationary imperfections and impurities.
Electrical conductivity increases with decrsasing temperature
(except near absolute zero). (Pratt and Sellors, 1973; Fish
and Webb, 1981; Ho et al., 1981; Schroder, 1983.)

2) Nonconductor: Materials in which electrons are
tightly trapped near atoms due to large eneargy
barriers between atoms. Electrical conductivity

increases with increasing temperature as thermal activity
overcomes the energy barriers. Maost rocks and minerals fall
within this broad category, with further divisions of:

a) Insulators: Materials with very large energy

harriers between atoms such that electrons rarely become

-3F=



charge transport carriers. At slevated temperatures, charge
is carried by ionic conduction through the movement of entire
charged atoms within the material. At lower temperatures,
charge transport is by tunnelling or defect diffusion.
{Kofstad, 19723 Sorenson, 198l1.)

b) Semiconductors: Materials with energy barriers that
ars slightly higher than the avajilable enarqgy from thermal
activation at room temperature. At higher tempsratures,
slectrons may be sufficiently activated to overcome the
barriers. At lower temperatures, charge transport is by
electrons or holes moving across barriers that are lowersd by
impurities within the material. ( A "hole" in this context
is the absence of an electron acting as an effective positive
chﬁrg. maving through matter.) (Harrison, 19703 Kittel, 1971
Shuey, 1975.)

c) Electrolytes: Materials which split (disscciate)
into oppositely charged particles when tresated appropriately
(such as dissolving in a liquid solution or melting). The
motion of the charged particles is hindered by interparticle
interactions (scattering, viscous drag, etc.). Electrical
conductivity increases with increasing temperature until near
the critical point, above where it decreases with further
temperature rise. (Hladik, 1972; Wooten, 1973; Archer and
Armstrong, 19803 Yang and Isaacs, 19813 Anderson, 1981;
Justice, 1983; Tischer, 1983.)

A vary few natural mataerials are metallic conductors near



room temperature (such as native copper, silver, gold, etc.

near 108 mhao/m). Most geologic minerals are either

semiconductors (most sulfides and oxides, ranging from
10™% to 10*® mho/m; Shuey, 1975; Vaughan and Craig, 1978) or

insulators (most silicates, ranging from 10"9 to 10-17 mhoa/m;

Olhoeft, 1980, 1981). Water ranges in conductivity

from leo-6 (pure) to roughly 102 mhao/m (saturated with salt

in solution). Mixtures of thess matesrials span the

entire range of conductivity from 10717 ¢o 108 mho/m.
Although mixing laws will be discussed separately below,

mixing water with other geological materials is the greatsat

cause of variation in the electrical behavior of rocks. A

vacuum dry basalt with 4.3X porosity has an electrical

resistivity of 1012 chm/m. A fraction of a monolayer of
water (about 0.002 wtX) can reduce that resistivity by an
order of magnitude and full water saturation to 4.3% will
reduce the resistivity by 9 orders of magnitude. Similarly,

a pure sulfide mineral like pyrite will have a resistivity

of 10-4 ohm/m that can be increased by four orders of

magnitude if the current must cross a water/pyrite interface.

In the abssnce of water, the most significant impact on
electrical conductivity is made by impurities and
tempesrature. In pure materials with negative and positive

free charged particles of density ny and n_ respectively,

P
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the application of an electric field will cause the
acceleration and movement of the charged particles (in this
discussion, neglect magnetic effects). The particles will
also sxperience frictional forces that will dissipate some
ensrgy as heat and collisions with other particles that will
scatter their direction of movement from that determined by
the applied electrical fiwmld., The reciprocal of the time
required for a given particle to be deflected or scattarsd
through an angle of 90 degrees relative to the electric fielid
is called the collision frequency which may have different
values for negative and positive charged particles,

v

and v, Solving the squations of force and motion

cn p*
(Blatt, 19683 King and Smith, 1981) yields the complex

conductivity of such a systam:

o=g’ - io"

whare
o' = __#*zgngvey + ___!fégﬂnﬂan__
mn(u + “:n) mp(u + ucp) ca91
ov = Tlgres ., __®Ifnge
mn(u + ”cn’ mp(u + “cp)

with e = yunit charge of electron = 1.6021892x10-19 Coulombs

m_. = mass of negative particle with charge of Zn

m_. = mass of positive particle with charge of Zp.

-G 2=



In metals with mlectrons as charge carriers,

Z, =1, a, << LA and collisions are freagquent due to the
density of the material, w? << uﬁ, s0 these squations
reduce to
2
e“n
o =g = e———0- €501
MnVen

with o* << o‘, and thus neglected. In metals, the addition
of impurities causes an increase in scattering, increasing
the collision freguency, and thus decreasing the electrical
conductivity. In semiconductors and insulators, the addition
of impurities lowers energy barriers, causing an increase in
the free charge density which outweighs scattering effects,
thus increasing the mlectrical conductivity.

The temperature dependence of the electrical conductivity
of metals is very complicated, more easily written in the

form of a resistivity such as (Blatt, 1968)
-1 5 Sp
p(T) m g~ = 4R<-§5> Ju () €511

where R = intrinsic resistivity of the material (see Blatt,
1948)
®p = Debys temparature

-43-



T = temperature in degrees Kelvin

=
S (a2 - I ~ o %)
o

Fortunately, this equation has two limiting cases which
raduce the tesperature dependence of the slectrical

conductivity to

e
o = —<B-  for T > —-R- £52]
RT I
. T e
and p = 497.6 R (-;—) for T << 9p CS3]
D

In this type of material, as the temperature rises from
absolute zero the electrical conductivity decreases.
Insulators and semiconductors behave in an entirely

different manner, following an equation of the #nrm

2 -E_/7kT
o= -‘;2— Dﬂ ) o £S41

where @ = slectron charge

= charge density

k = Boltzmann's constant = B.61735x10'5 aV/K

-84~



Dﬂ = diffusion coefficient

and only one term is shown for clarity (one is required for
sach type of charge carrier). This produces an electrical
conductivity which increases with increasing temperature (the
reaverse of metals). In most practical situations, equation

(54])] is simplified to

: -EalkT
T =c,® (%1 5]

where o, is simply an empirical parameter.

TEMPIRATURE, *C
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o [ortre, 1974]
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3 L] [] [ r [] ]

TEMPERATURE, 1000/T,(T n K)

Figure 8 — Mixed metallic and semiconducting transport.
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Many natural materials exhibit both metallic [51] and
semiconducting [54] types of temperature dependence. Many
sulfide minerals ars mntallic.:onductarl at low tamparatures,
switching to semiconductors with increasing temperature.
Figure 8 illustrates such a transition for a n-type galena
from the Magmont Mine in Missouri. The circles are data
points from Ozturk (1974) with a model fit according to the
equation shown (solid line).

Figure 9 illustrates the electrical proparties of
granite, dry and wet, versus temperature. As discussad in
Olhoeft (1980, 1981), most silicates including granites and
basalts behave in a very similar fashion. Dry silicates have

a strong temperature dependence, following a formula

—E,7kT —E7kT ~Eo/kT ...,

G'-U'uﬂ "‘U‘lﬂ +°‘2I

L5681
where several terms may be involved as differsnt conductiaon
mechanisms dominate different temperature regions. The
activation energy increases from about 0.5 eV near room
temperature to over 1.5 eV near melting.

The effects of other parameters are very slight in
comparision to changes in slectrical conductivity causad by
changing water content amd temperature. To produce a one

order of magnitude change in electrical conductivit? in a

dry silicate at 10009C, the oxygen fugacity must be changed
by maore than & orders of magnitude, or the dry hydrostatic

pressure by 13 kbars, or the temperature by 55 C, or the

4=



LOG RESISTIVITY {OHM-M}

water content by 0.3 wt%. At lower tesperatures, the effects

of water are sven more pronounced.
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Figure 9 — Resistivity versus temperature of wet and dry

granite.

Figure 9 summarizes the dlplnd-nco‘af slectrical
resistivity upon temperature and water content after Olhoeft
(198t1). The "dry" curve is typical of nearly all silicates.
The temperature dependence is characterized by the activation
energies, E, from equation [(551. Olhoeft (1979) has reviewed
the temperature dependence and E for 244 silicate rocks.

Even hydrated minerals containing structural water such as
harnblende do not deviate far from the “dry” dependance
unless fres water is present. As illustrated Oy the salid
and dashed portions of the "wat" curve, the effects of free

water are twofold ~- first, there is a dramatic decreasa in
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the magnitude of the rasistivity with water content, and
second, there is a dramatic decrease in the temperature
dependence. The effects shown for the solid line are typical
of a few weight percent water. The solid line labelled "wet®
is representative of water-saturated granite which has a
resistivity that is independent of pressure from room
temperature through melting if the saturating solution is
more concentrated than 0.1 molar NaCl squivalent aqueous
solution. For less concentrated solutions, the electrical
resistivity becomes strongly pressurs dependent above the
critical point of the solution (illustrated by the dashed
lines labelled in pressure in MPa). The elsctrical
properties of these “wat" curves are sssentially those of the
volume conduction through the solution-filled pores in the

rock. QOlhoeft (1981) has a much more detailed discussion.

o BEREA SANDSTONE
(19% porosity}

SAMPLE RESISTIVITY, ohm m
T

130 *¢
' 50 °¢

Figure 10 - % 004 0.08 02 016 0.20 0.24
SOLUTION RESISTIVITY, ohm m (20 wt. % NaCl)



Figure 10 illustrates volume conduction through the pore
solution by showing simultansous measursments of the
electrical resistivity of a brine—-saturated Berea sandstone
and of the saturating brine (from Ucok, 1979). The straight
line is the path the slectrical properties should follow with
increasing temperature if the electrical resistivity of the
rack is dominated by that of the solution through volume
conduction in the pore system. This is the basis of many of
the mixing formulas to be discussed later, including the

classic Archie’'s Law (Archie, 1942).
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SOLUTION RESISTIVITY, chmm (I wt. % NqCl)

Unfortunately, as Figure 11 shows, the slsctrical
properties of many water—-saturated materials do not follow so

simple a relationship. Figure 11 shows the data of Olhoeft
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(1977) for water—-saturated Hawaiian basalt. At the lower

temperatures from 24 to g80°C, the sample obeys the volume

conduction relationship dominated by the solution saturating

the pores. Above 80°C, the resistivity of the rock sample
detreasas faster with increasing temperature than the
resistivity of the solution alone. This may be attributed to
increasing surface conduction along pore walls. Such surface
conduction may be due to zeolitization as in this sample or
to other types of alteration (Drury and Hyndman, 1979)
including clay minerals. In many cases, the effects of
surface conduction due to clays may be minimized by
increasing the salinity of the saturating solution (Ucak,
1979).

The problems causad by surfacse cunductinﬁ are also
illustrated by the shaly sand problem in wireline log
analysis. In that situation, a correction for surface
conduction is applied to the normal volume mixing formula so
as to allow the interpretation of formation porosity and
water saturation from well logs (Waxman and Smits, 1748;
Waxman and Thomas, 19743 Juhasz, 19793 Hill et al., 1979;
Almon, 19793 Ruhovets and Fertl, 1982; Glanville, 1994;
Vinegar and Waxman, 19843 Freedman and Ausburn, 19853 Silva
and Passiouni, 198%5; Worthington, 198%; and others). Surface
conduction is also important in electrokinetic phenomena such
as streaming potential (Smits, 19683 Thomas, 1974; and
discussions below). One of the best discussions of surface

versus volume conducticon for water on silicates may be found

—=0-



in Clark et al.(1985). While surface conduction due to the
presence of water is the dominant type in silicate rocks,
other materials such as carbon lining grain boundaries (Duba

and Shankland, 19682; Glassley, 1982) may also play a role.

4.5

50 OHM-M WATER-SATURATED
WESTERLY GRANITE

LOG RESISTIVITY (OHM-M)

3.5 1 1 " L I 1 1 A [l
Q 200 400 600 890 1000

CONFINING PRESSURE ({(MPg)

Figure 12 -

At both low and high temperatures, pressure may be
important to mlectrical properties when differential stressas
are generated that change the structure and volume of the
pore space. Figure 12 after Brace and Orangae (19468),
illustrates tﬁl affacts of confining pressure on the
electrical resistivity of water-saturated granite at room
tamperature. As the confining pressure increases, it reduces
the pore volume, thus increasing the resistivity. This
affect is different from that discussed in Figure 9, wheras

hydrostatic pressure was changing the electrical resistivity
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by altering the electrical prbpnrtins of the aguecus solution
directly. One further effect of pressure is shown in Figure
13 (after Lsbedev, 1975), where the labels along the curve
are the amount of pressure required to dissolve the indicated
waight percent water in a granitic melt. With increasing
amounts of dissolved water, the electrical resistivity

decresases.
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Figure 13 -~ Resistivity versus dissolved water content

{controlled by pressuras).

Far further reading on the effects of temperature and
pressure on electrical conductivity, see Shimizu (1962,
Lebedav and Khitarov (1944), Bradley et al. (1964), Lebedev
(1965), GQuist and Marshall (1968), Marshall (1948), Holzapfel
(1969), Watanabe (1970), Timur et al.(1972), Yoon and Lazarus
(1972) , Parkhomenko and Bondarenko (1972), Bondarenko (1974},

-



Duba et al.(1974), Valarovich and Parkhomenko (1974),
Lastovickova and Parkhomenko (1974), Schock et al. (1977),
Bloch et al.(1977), Cleaver (1979), Chelidze et al. (1979),
Will et al.(1979), Karato (1981), Parkhomenko et al. {1981),
Rai and Manghnani (1981), Hamann (1981), Shankland et
al.(1981), Hinze et al.(1981,1982), Frantz and Marshall
{1982), Duba (1982), Waff and Bulau (1982), Hsieh st
al.(1982), Ishikawa et al.(1982), Parkhomenko (1982), Lacam
(1983), Tyburzy and Watf (1983, 1983), and Walsh and Brace
(1984).



ELECTRICAL PROPERTIES SHORT COURSE - Gary R. Olhoeft

Charge Separation

Electrical propertiss ars transpaort properties in that
they exist because of the motion of charge through the
trlnspnrt of sither electrons, protons, or ions. Most
electrical properties arm directly related to the charge
transport process itsaelf. Howaver, some electrical
properties are related to the distribution of charge
immedi ately before or after transport, or to the accumulation
of charge at discontinuitiss during charge transport. The
properties related to charge distribution and sccumulation
are various aspects of polarization phenomena.

The ancient Bresks knew of polarization phenomena, though
exteansive investigations were not started until the late
1600's and early 1700°'s when materials were classified by
their ability to hold charge. Polarization is the physical
displacement or separation of a charge in distance from its
normal equilibrium by some applied force. Thess forces may
result from mechanical deformation, electrical fields,

chemical reactions, or a variety of other processss.
The principle mechanisms of charge separation due to an

applied, external electric field arm

1) electronic polarization: the distortion of an atom’s



electron cloud in response to an external electric
field in which one side of the atom becomes
effectively more positive and the other side mﬁr.
negative than the normal equilibrium,

2) molecular polarization: the distortion of an entire
molecule ...

3) ionic polarization: a redistribution of ions within

. a material ...

4) orisntational polarization: realignment or
re—orientation of polar molecules without distortion
of shape ...

%) interfacial polarization: charge separation and
accumulation at local variations in electrical
properties during migration of charge in response to

an external electric field.

In the order listed, thess polarization mechanisms occur
from high to low frequency, and they are simply additive to
each other in going from high to low frequency. At the

highest frequencies of axcitation, the electronic

polarization is the sole process (up to 1024 Hz) as the
ellctrons have the smallest mass and respond very quickly.
The pnlarization of even vaccum is never zero as the small
charge separation during the continual creation and

annihilation of electron—positron pairs results in the free

space dielectric permittivity of 8.8541818762x107 12 F/m
(Dirac, 19473 Heitler, 1954). At lower frequencies, the
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dielectric

heavier mass mechanisms sum: near 1014 Hz moclecul ar and

ionic polarizations begin to respond as shown in

Figure 14, near 1012 Hz orisntational polarization appears,

and roughly below 10a Hz appsar the interfacial

interfacial
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-
S
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Figure 14 - Polarization versus frsquency.

polarizations. Note also that the highest frequency
polarizations occur as resonance phunnmeng while the lower
frequency polarizations are relaxation phenomena. Charge
saparation processes also occur due to coupling betwaen
electrical and other forces such as stress (piezoelectric),
thermal (pyroslectric), and others as will be discussed in
the next section. Tha best general discussions of
polarization phenomena occur in Bottcher (1973) and Bottcher
and Bordewijk (1978). Interfacial polarization has been
discussed in Butler (1991), Davies and Rideal (1963), Bockris



and Reddy (1970), Hoekstra and Doyle (1971), McCafferty and
Zattlamoyer (1971), Gileadi et al.{1975), Antraopov (197?),
Bockris and Khan (1979), Boguslavsky (1980), Veld and Vold
(1983), White (1983), Fuerstenau (1984), and Kitahara and
Watanabe (1984). In most geophysical applications, the mast
important mechanism is interfacial polarization which
dominates all other processes except the orientational
polarization of the water moleculs.

Returning to the simple circuit that was discussed on
page 12, recall the expression for the admittance in terms of
electrical properties of a material (neglecting the DC

conductivity term in [&61)

K. - K
Kf - iKtO - K -+ _....D.........ﬂ_ £57]
@ 1 + iwt
which may be rewritten as
K*' = iK" s K {1 + & ..—-._-1-.--—-- 3 581
od 1 + iwx

where ¢ = (Ko - K.)/K.,- dielectric chargeability.

For a series of separats mechanisms, this sxpression and

the :orrcspanding electrical circuit may be generalized to

1
K* = iK" = K { 1 + gq=——————— + go=———=———o + eead (593
@ 1y & iwty 24 4 iutsy

_57—



and, as before,

Kg = Cy47C,

whare C_ = the vacuum :nﬁncit:nc: of th. ampty spacas
e saterial,

occupied by t
$3 = C2/Cy
Ty = RaCay
t2 = G3/Cy
T2 = Rsbs

and so forth.

Figure 15 - Distributed circuit model with multiple

relaxations.

This extension of a Pellat/Debye single relaxation
(first proposed in 1899 by Pesllat; ses Gevers, 1945,



axcellent review) to a continuous distribution of relaxation
times by von Schweidler (1907; see Gevers, 1945) resulted in

the integral sumsation

[}
K* — dK" = K_ (1 + ¢ K(z) (1 + two)~! dv3 £601
)

where Ki(t) is a distribution of time constants, definaed such
-
that )(’Ktt) dt = 1, and 4 is squal to a summation of all
0

of the individual ¢j‘s above, or § = tKD - K.)/K.
with Kn = lim K’
w=+0

and K = lim K°’.
e
Wagner (19133 in Severs, 1943) assumad that K(t) could

be given as the Gauss prabability function
1 - — -
K(T) dt = ——y7m @ CP IN{T/VI] g 1q¢/%) [611
n

which is thus called the Wagner time constant distribution
function with

b = density paramster (greater b causes denser grouping

about )



and T = mman time constant around which distribution is
centersd.
In the limiting case of b + &, the squations reduce to those

of a single relaxation time, and for very ssall b

K = (K, + K)/2

and ezl
Kn - K._ . o

Ky + K we K’

D = loss tangent = b (2:)1/2 -

The dielectric literaturs has many sxamples of
specialized time constant distributions. If equation (58] is

rewritten as

K’ = iK" = K_ (1 + @) L&3]
then several of thase may be given as

Q= (1 + iwp)~? is the Pellat/Debys
single realaxation of (37]

[
Q= K(t) (1 + iwt)™! dt is the von Schweidler
o distribution of L[&0]

Q= (1 + (iwe)® "1 is the Cole—Cole
distribution [464]



@= (1 +iwe)" B is the Cole-Davidson

distribution [&31]

and there are many others. Further discussion of dielectric
relaxation may be found in Garton (1944), Cole (195%),
Daniels (1967), Schwarzl and Struik (1968), Onsager and
Runnels (1949), Addison (1970), Hoekstra and Doyle (1971),
Shuey and Johnston (1973), Olhoeft et al. (1973, 1974),
Bertelsen and Lindgard (1974), Brun and Dansas (1974), Chu
and Hwang (1974), Crossley and Walker (1974), Mason et
4l.{(1974), Barnmaconi (1974), Alvarez and de Paiva (1979,
Braunlich (1979), Matsumoto and Watanabe (1979), Vaughn
(1979), Rosseinsky et al. (1981), Jonscher (1981, 1983), Hall
et al. (1983, 1985), and Wait (1984).

The distribution of Cole and Cole (1941) is the most

useful in the earth scisnces. It has the form

1
K' = iK" = K {1 + 2 L&6]
b . 1 + (iwt)®

where x is one minus the Cole-Cole distribution parameter.

In the limit as &« becomes very small, the result is very
similar to that found for the Wagner distribution in (&623.

As « goes to 1, the result is a single relaxation. A plot of
log loss tangent versus log frequency exhibits slopes of -o

and «x on either side of the maximum loss, which occurs at



1/7(2e)
(1+g)
w = h L&71

™ <

Figure 14

Log [2 AP TR rand) 7¢]

Figure 17
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Figures (6 and 17 shaw the functional form of [&6] in
terms of the normalized log loss tangeant and normalized
permittivity as a function of . Note that the psak in the
loss tangent shifts to higher fraquencies with decresasing «,

aven though the time constant is not changing.

Nearly all electrical propertiess of rocks are sensitive
to a wide varisty of snvironmental paramaters. The effects
of water are moat pronounced and will be discussed in detail
below. Current density and electric field strength have very
little effect on most dielectric properties except in sxtreme
situations {(see reviews in Kielich, 1972; Parry-Jones, 19735).

Some dielactric properties are pressure dependant, but the
effects are usually secondary to the dependence of density
changes caused by pressure (see ODlhostft, 1973; 1977). Next
to water, the most important snvironmental influence is

exerted by temperature. Normally, K. is indepesndent
of temperature, and Ko may or may not be dependent upon

temperature. The time constant, T, is always strongly

dependent upon temperature with a form

+E/kT

T= T _ @ [&81]

=]

where E. = activation energy (aV)

—-&3—



k = Boltzamnn’'s constant
T = temperaturs {K)

and Ty = time constant at infinite temperature.

With increasing temperature, the time constant decresases and
the relaxation process goss toward higher frequencies as

shown in the Figurse 18 with T2>T1. The loss tangent is

Figure 18 Figure 19

shown as D including both dielectric and conduction loss
terms as in equation [9] with conductivity varying with
temperature according to squation (35). Figure 19
illustrates the same situation with regards to temperature,
but also including a time constant distribution of the
Cole-Cole type that has a temperature dependent distribution

-



parameter according to (Olhoeft et al., 1973)

-ﬂT
- ==d_= - L4691
ol U 14 S )

where £ and To are empirical constants (Olhoeft, 1974).

Most time constant distributions are related to a common
mechanism such as a distribution of particle sizes, resulting
in the entire distribution shifting uniformly with
temperature and retaining its spectral shapa. As shown 16
Figure 19, however, equation [49] describes a change in =
spectral shape with a change in temperature. This is causad
by several distributions with differing activation energies,
thus changing time constants at different rates with changing
temperature.

One of the most remarkable features of the dielectric
properties of rocks is the finding (Olhoeft and Strangway,
1975) that the high frequency relative dislectric

permittivity, K., is primarily determined by bulk density.

Figures 20 and 21 illustrates this dependence upon bulk
density from measuremants made at 1 MHz.

Figure 20 plots Iog relative dielectric permittivity
versus dry bulk density with the line labelled 2.39 equal
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to the lemast squares fit to the logarithmic sum Lichteneiker

mixing formula which gives

K, = 2.399 , £701

where d is the dry bulk density in qm/:ms. However , as shown

in Figure 21, the histogram of the data is highly skewsd,
biasing a least squares fit. The histogram of the

density-reduced permittivity is given from

- K17d
Kgr = Kg €711

where Kdr is the density reduced relative dielectric
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peraittivity from a sample with measured permittivity,

Kgqe &t a density d. The correct formula for the density

reduced permittivity is derived from the modal value of the
histogram

K, = 1.929 €721

am shown by the second line in Figure 20. 0Qlhowft (1979) has
compiled the statistics of the density-reduced permittivity
separately for suites of measurements as shown in the table

beloaws

Table 3 - Dansity-reduced permittivity statistics

Nl hBEn, 7 reck
mean 1.93+=0.17 2.00+-0.47 2.39+-0.98
mode 1.92 1.91 1.92
median 1.93 1.89 2,11
skewnass 0.07 0.13 0.48

As the histograms are typically skewed, the modal (or most
probable) valuss should be used in the mixing formula. It is

ramarkable that all three data suites above result in
K, = 1.929 £731

The ocutstanding exception to this formula is water in all of

its forms. The density reduced permittivity of water ranges
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from 3.2 (solid ice) to 4.2 (liquid). For rocks, containing

water, formula [73] becomes

Ky = 1.929Y €741

-
with a volume fraction of v water of relative dielectric

permittivity, K , in the rock. However, while this

logarithmic mixing formula works well for dry rocks, it fails
for wat rocks. The reasons for this along with better wet
rock mixing formulas will be discussed later.

In addition to the mixing of two different materials to

produce a composite dielectric permittivity as in equation

€741, another phenomenon occurs. This results from the
additional polarization dus to charge accumulation at the
boundaries between two dissimilar materials, called
interfacial polarization or the Maxwell-Wagner effect.
Dukhin (1971) and Hasted (1973) have excellent reviews of
this phenomenon. Briefly, two dissimilar materials are
uniformly mixed with a volume fraction, v, of particles
(subscript 2) in a medium of another material (subscript 1).
The resultant mixture exhibits the properties of a lossy

dielectric with a strong single relaxation. This takes the

faorm of
K. - K
K' — iK" = K- - e @ €751
1 + iwe

which is very similar to the formulas described earlier,

axcapt
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2K, + KZ + 2v(Kz = Ky)

K. = Ky L76&]
K, - K, = P Tp = Koy ) Zv(1-v) . 771
: 2, + - v - Ky
and T = 1.2 %2 ar’ o t7e1
2’1 + op - v(az - ’1’
with a composite DC conductivity of

o - g -
nc 1 201 + g - v(c: - cl)

This Maxwell-Wagner effect is an interfacial
polarization resulting because there can be no permansnt
distribution of fres charge within any material of non—-zero
conductivity (Stratton, 1941). If a force perturbs the
charge to create a charge distribution within a uniform
material, the removal of the force will result in a
divergenceless flow of the charge ocut of the material. The
charge is then trapped in the snergy harriers at the edges of
the material (e.g., at intsrfaces). The anu.ll-ﬂdqn.r
effect assumes the thickness of this interfacial region is
negligible in comparison to the physical scale of

inhomogeneity (e.g., small compared to the average particle
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size). For furthar discussion, see reviews in Sixou et
al. (1947), Hasted (1972), van Beek {(1967), Dukhin (1971),
Pethig (1979), Perram and Anastasiou (1981), and de Loor
(1983) in which the effect of particle size and shape are
also discussed.

If the thickness of the interfacial region (space-charge
layer or double—layer: see Bockris and Reddy, 19703 van
Olphen, 1977) approaches or sxcesds the particle size, then
surface conduction, ion sxchange and adsorption, distortion
and the independent polarization of the interphass region may
bacome important. In such casss as colloidal clays, the
effactive dislectric permittivity of the mixture may excesd
that of the individual components (relative permittivities

on the order of 10° are not unusual). When charge transport
to and from the interface is also diffusion-limited, the time
constant distribution will depend explicitly on the particle
size distribution (Pethig, 19793 Schwan et al., 19623 Duhkin
and Shilov, 19723 Schwarz, 1972; Chaw and Sen, 1982). With
simple systems, the theaories appear to work very well
(Williams and James, 1974; Sen et al.,1981; Sen, 1984), but
clays (Arulanandan and Mitchell, 1968; Weiler and Chaussidon,
194683 Forslind and Jacobsen, 1972, 1973, 1975%; Calvet, 1975;
Hall and Rose, 19783 Lockhart, 1980) and zwolites (Jones and
Davies, 1975; Jones, 19735) give conflicting results.

To illustrate the dielectric properties of rocks,
consider the eslectrical properties of monominasralic pyroxene

from Olhoeft (197&) as illustrated in Figures 22 and 23.
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Figure 22 shows how the conductivity bescomes frequency
dependent when dielectric displacement currants are strong.
Note the convergence of the curves at high tempesraturess as
the conduction sffects increase faster with increasing
temparature than the dielectric effects, and sventually

completely dominate. This data is shown for pyroxene dry

in 10_7anr vacuum, becausa even the smallest amount of water
can completely dominate these dielectric polarization and

relaxations related to the structure of the minesral.
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Figure 23 illustrates a portion of the pyroxene data
replotted as real resistivity, p’', relative dielectric
permittivity, K’, and loss tangent, D, (note scale affset)
versus frequency at two temperatures. Note the frequency

shift indicative of the change in time conatant with
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temperature. This sample also exhibits a slight change in
the time constant distribution shape with temperature after
equation [49] that is shown and discussed further in Clhoatt
(1974).

The dielectric properties are dramatically different
when water is present. This is shown in Figures 24 and 25
for typical permafrost. Figure 24 shows the behavior of
cundu:tivity, resistivity, relative dielectric permittivity,
and loss tangent versus log frequency. Above 1 MHz, the
electrical properties are strongly temperature dependsnt but
independent of pressure. Below 1 MHz, the electrical
properties are both strongly tempesrature and pressure
dependent (Olhoeft, 1975, 1977). Figure 25 schematically
illustrates the polarization mechanisms that are causing the
obaserved properties. The region labelled "D" is controlled
by the DC ionic conduction through the unfrozen pore water
lining the pore walls and clay particles. "M" is a region
controlled by Maxwell-Wagner interfacial polarization effects
(the dashed line shows the loss tangent after removal of the
DC conduction effects). "B" is the region dominated by the
relaxation of Bijerrum defects in water ice (Onsager and
Runnels, 1969). "U" is a region dominated by
clathrate-hydrate relaxations or by clay-organic
interactions. "W"” is the relaxation of the orientational

polarization of the free unfrozen water lining pore walls

and surrounding clay particles. Above roughly 1011 Hz, thea

electrical properties are independent of temperature and
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prassure.
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Further studies of dislectric relaxation may be found in
Bayley (1933), Berg (19346), Sillars (1934), Akerlof and Oshry
(1950}, Mayburg (1950), Cumming (1952), Lane and Saxton
(1952), von Hippel (1954, 1972), Matsonashvilli (1958),
Baldwin (1959}, Keller and Licastro (1959), Howell and
Licastrao (1961), Stacey (19461), Trukhan (1962), Bondarenko
(19463), Mclntosh (1964), Griffin and Maravelli (1947), McCrum
at al.(l?b?).nscott et al.{1967}, Cole and Worz (19464%), HMill
et al. (1949), Saint-Amant and Strangway (1970), Zheludev
(1971), Wisbe (1971), Davies et al. (1972), Geiger and
Williams (1972), Bassett and Shackelford (1972), Westphal and
S8ils (1972), Winkelmolen (1972), Alvarez (1973), Cavell
(1973), Chung and Westphal (1973), Hansen et al. (1973), Ho
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and Hall (1973), Pearce et al. (1973), Pottel (1973), Young
and Frederikse (1973), Benin et al. (1974), Cihlar and Ulaby
(1974) , Homkstra and Delaney (1974), Tam (1974), Klein and
Swift (1977), Wobschall (1977), Grant et al. (1978},
Okrasinski et al. (1978), Poley st al.{(1978), Tuck and Stacey
(1978), Bergman (1978, 1980), Burfoot and Taylor (1979,
Bussey (1979), Nottenburg et al.(1979), Gross et al. (1980),
Akhadov (1980), Wang (1980), Brylkin (1981), Miyake et al.
(1981), Sen (1981, 1982, 1984), Sen et al. (1981), Yu (1981),
Varadan et al. (1982), Bartnikas (1983), Eberle (198%),
Pigelow and Eberle (1983), Palaith and Chang (1983), Sherman
(19683, 1985), Bunget and Popescu (1984), Hinch et al. (1984),
Kenyon (1984), Knight and Nur (1984), korringa {1984), Mandel
and Odi jk (1984), Ramdeen st al. (1984), Hall et al. (1985),
Hallikainen et al. (19835), Dobson et al. (198%), Shen et
al.(1983), Stogryn and Desargent (198%), and De (198%5).
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ELECTRICAL PROPERTIES SHORT COURSE ~ Gary R. Olhoeft

Spontanecous Polarization

Charge separation processes also exist due to coupling
between slectrical and other forces. These include:

1) piezoelectric polarization: asymmetrical
displacement of ions in a polar crystal due to
external stress,

2) pyroslectric polarizationt: charge displacement
due to asymmetrical alteration of interatomic
distances frum external heating or cooling of a
polar crystal (in order to be pyroelectric, the
crystal must first be piezoelectric),.

3) ferroelectric: permanent charge palarization in
the absence of external forces, but which may be
polarity-reversed by an external electric field
(must be pyroelectric to be ferroelectric),

4) magnetoslectric polarization: charge separation
due to the external application of a magnetic
field.

There also exist multiply coupled phenomena like the
Hall effect in which an external current and an sxternal
magnetic field are required to produce a polarization, or
like @lectrooptical and eslastoptical effects. Of these

processes, no ferroelectric or magnetoelectric pheonmena have
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been found in naturally occuring materials; though synthetic
materials with perovskite structures do exhibit
ferroelectricity, leading to speculation that such may exist

in the upper mantle.

Charge separation phsnomena as discussed above normally
result from an external force providing the stimulus to
displace or separate charge, resulting in an electric field
internal to the crystal in opposition to the external forca.
The following are examples of charge separation phenomena in
which an internal process results in a measurable electric
field or potential external to the material dus to charge
separation within the material:

1) contact (Galvani) potential: the diffesrences

between the inner potentials of two materials

in contact {(where the inner potential is that
corresponding to the work done to bring a unit
negative charge from infinity in vacuum into the
bulk of the material),

2) Nerst potential: the differences in inner potential
between a liquid and solid in contact,

3) thermoelectric (Seebsck) potential: the potential
generated by more rapid diffusion of charge from
cold to hot regions than the reverse in the
presence of a thermal gradient,

4) streaming (electro—osmotic) potential: the

potential along the length of a pore due to flowing



fluids under a pressure gradient forcing charges
along the surfaces of the pore walls (the potential
generated is opposing tha electric current from the
charge transport),

5) sadimentation potential (Dorn effect): the
potential from the prlcipitatinnﬁbf charged salid
particles from suspension in a fluid,

&) diffusion potential: the potential betwsen two
regions with unaqual ionic mobilities and an
interconnecting chamical gradient,

7) redox (oxidation-reduction) potential: the
potential from the charge transfer process during

an oxidation—-raduction reaction.

In these charge separation potentials, the Nernst,
streaming, sedimentation, diffusion and redox potentials are
most important in earth materials. Of equal importance,
though not readily classified, are charge separation
phenomena such as the adsorption-desorption of charge to an
interface during ion exchange, chemical complexing,
intercalation, and related phenomena. As water freezes to
ice, it generates a little studied potential known as the
freezing potential (Parameswaran and Mackay, 1983).

For general discussions of these phenomena, see the
literature review in Hulse (1978) and detailed discussion in
Davies and Rideal (1963), Bates (1972), Antropov (1977),
Adamson (1974), Bockris and Reddy (1970), Pourbaix (1973),
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Dukhin (1974), Dukhin. (1975), Dukhin and DerJjaguin(1974),
Derjaguin and Dukhin (1974), Dobos (1973), Milazzo and Caroli
(1978), Hunter (1981), Antelman (1982), and Bard et

al. (1983).

Streaming potential results from a flow of liquid through
a tube in which the electrical double layer near the tube or
pore wall is sheared by the liquid motion. The shearing of
the double layer sesparates charge, with some being fixed to
the pore wall and some moving with the liquid. The charge
per second being carried by the fluid is the streaming
current. A reversa elsctrical current flow must occur to
balance this mechanically-induced stresaming currsnt so that
there is no net flow of electricity at steady state. Due to
the finite volume conduction of the liquid and the finites
surface conduction of the pore wall, there is a voltage
generated due to IR drop along the length of the pore. This
voltage is the streaming potential, given as (ses excellent

derivation in Davies and Rideal, 1963)

Pe
= s £801

E
wtr ann (o + 25/a)

where P = pressure
€ = dielectric permittivity of liguid in the pores

Mg = liquid viscosity

& = zeta potential (potential at point of shear in
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liquid near pore wall)
o = liquid bulk electrical conductivity
S = surface conductivity

and a = radius of tube or pore.

This formula is only valid if the radius of the pore is
much larger than the thickness of the double layer, the flow
is laminar, and the length of the pore is greater than the

characteristic flow length of the liquid given

by uc/ (4w2ay) where u is the volume flow rate through

the pore. The zeta potential is the lsast known quantity,
varying from =34 to —-200 mV for water against silica and
also varving with the solution type and salinity (2 generally
heacomes more positive with increasing salinity) (Ney, 1973j
Hunter, 1981). The stresaming potential coefficient,

Egtr/AF) has been observed to be independent of temperature

to 1309C (Johnson and Olhoeft, 1980, unpublished), but it
also has a widely varying range including sign reversals from
-12 ta +500 mV/bar, with most rocks about +10mV/bar. In very
fine capillary pore systems, the apparent viscosity is much
higher than the actual viscosity of the free liquid due to
the effects of double-layer interactions. This results in
much lower streaming potentials than would be axpnéted from

the properties fo the materials alona.

The sédimentation potential results from a sclid particle

moving through a liquid, leaving a portion of its double
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layer trailing behind like a wake. This distortion of the
double layer results in a charge smparation and the

sadimentation potantial

13(Dn - D;)nggfcc
INgoT

£e1l

Esad

where g = gravitational constant

D, = density of particle
P, = density of liquid

a = radius of particle

Ny, = number of particles

and the other parameters are the same as for streaming
potential, -k:-pt f is a parameter depending upon the ratio
of particle radius, a, to double layer thickness, 1/x. For
insulating particles that are large compared to the double
layar thickness, f + 1 while for conducting particles, f -+ 0.
For wither conducting or insulating particles that are small
compared to the double layer thickness, f + 2/3 (sa0 Davies
and Rideal, 1943, figure 3-11). '

The explicit formula for sedimentation potential
including volume conductivity of the liquid, o, volume

conductivity of the particle, cp, surface conductance, S,

and the ratio of particle radius to double layer thickness,

xa, is
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2a~(D_~D,)n_«&z o-{c_+25/a)
p=2170g%C2 .2 R (f(xa)-1)} [8B2]

E -
sed N, ‘2c+cp+28/a
wherae
b 4
2 3 4 S 4 & -t
S e

PRI IR U T - Sy AR AU Al AN . T dt [831

, 16 48 9% 94 8 9 t

and the Davies and Rideal (1963) f of [81] = (2/3) f(yxa) of
€821 in Dukhin and Derjaguin (1974).

Surface conductance for most materials in contact with

water is about 10”7 mhos (Davies and Rideal, 1963, Table
3-1). Thus, in the streaming potential, the surface

conductance becomes important for pore radii smaller than

10-6 m with groundwater of 0.0l mho/m. A similar argumant
follows for sedimentation potential. The result is a
significant impact of surface conductance on streaming
potential in most rocks, particularly igneous rocks, but a
significant impact on sedimentation potential only for
colloidal particles (e.Q., clays). For further, detailed
discussions see Dukhin (1974, 1975). The thickness of the

wlectrical double layer becomes important for
pore/particle radii on the order of 10—5 m in very dilute

solutions or 10-7 m in normal ground waters.
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Streaming potentials commonly occur wharever ground water
is flowing. The most extreme example known is on Adagdak
volcano, Adak Island in the Aleutian Chain of Alaska. With
extensive rain and snow melt supplying very pure water, 2693
mV was measured between the topographic peak at 445 m and a
reference at 15m above sea level. This is explainable solely
on the basis of streaming potsntial and topography by using a
streaming potential coefficient aof 100 mVvV/bar (Carwin and
Hoover, 1979).

For further discussion of electrokinetic effects, ses
Bull and Gortner (1932), Toth (1941), Wiley (1951), Pernstein
and Scala (1959), DeSilva and Toth (1944), Gay (1947), Lorenz
{1969), Bogoslovsky and Ogilvy (1970}, Mandel and Edwards
(1971), Anderson and Johnson (1974), Zablocki (1976), Corwin
et al. (1977, 1979, 1981), Shriaver and Bleil (1977},
Fitterman (1978, 1979, 1984), Horn (1978), Hulse (1978), Hall
(1980), Ishigo and Mizutani (1981), Ucok (1981), 8ill (1982,
1983), Warringer and Taylor (1982), Vink (1982), Madden
(1983), McConnel (1983), Agarwal (1984), Anderson (1584),
Black and Corwin (1984), Cooper and Koester (1984), Corwin
(1984), Ishido and Nishizawa (1984), Markiewicz et al. (1984),
Ohshima et al.(1984), and Vochten and Goeminne (1984),
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The Nerst, redox, and diffusion potentials all hava the

same form:

RT
E = Eo + --;— ln(allaz) £841
2

where RT/F = 0.02549 V at 298.15 K,
and for a redox aystem
z = number of electrons transferred in a redox reaction

a; = activity of oxidizing side of the reaction

ag = activity of reducing side

En = gtandard redox potential (tabulated in Dobas, 1975)
The redox potantial, Er.d' is related to the pressure of

hydrogen gas, sz, and the pH of the solution through

rad = —0-029 log sz - 0.058 pH L83l

The diffusion potential in a concentration cell with

transference of ions is givan as

- X\, . RT
E. = ¢ + ) 1n(a,/az) (861
F

where )\ = ionic equivalent conductivity for cations and
anions. This potential for a concentrated electrolyte in
contact with distilled water (relative to distilled water) is
=241 mV for saturated NaCl/water and +84 mV for sulfuric
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acid/water. Other examples are tabulated in Dobos (;975).
For {further discussion of chemical potentials, ses Hulse
(1978, Sill (1982, 19683), Corry (19683), Paoldini (1938}, De
Witte (1949), Yungul (1950), Wilckens (1955), Kelly (1957),
Sato and Mooney (1940), Maiser (1942), Gast and East (1964),
Backer and Telford (1965), Paul (1963), Sato (1944), Smits
(1948) , Logn and Bolviken (1974), Thomas (1974), Noguchi and
Endo (1978), Trasatti (1980), Bhattacharya and Roy (1981),
Semenov (1981), Nosal (1982), Burr (1982), Atchuta and Ram
Babu (1982), Kilty (1984), Rodriguez (1984), and Steward and

Burck (1983},



ELECTRICAL PROPERTIES SHORT COURSE - Bary R. Olhceft

Water

Pure water is an slectrolyte with an electrical

conductivity of leo‘ﬁ mho/m and a relative dielectric
permittivity of 78 near room temperature at low frequenciess.
The elasctrical properties are strongly dependent upon
temparature, frequency, impurity chemistry, and physical
state, but are relatively independent of pressure in the
liquid state below the critical point. In the solid state -,
{ice) and above the critical point or in the gassous state,
the slectrical properties of water are strongly pressure
dependent. Excellent review discussions of the electrical
properties of water include Bockris and Reddy (1970), Hasted
(1972), Franks (1972, Quist and Marshall (1948), Wooten
(1973), Marshall (1968), Ucok (1979), Akhadov (1980) and
Olhceft (1981).

The electrolytic conductivity of water varies with the
concentraticn of electrolyte according to (Fucss and Hsia,

1967)

1/2

where
o = DC conductivity (mha/m)

c = molar concentration of slectrolyte



and B1 = comfficients dependent upon the electrolyte (sees

Table 4).

The conductivity of water depends upon temperature

according to the empirical equation (Ucok et al., 1979

-1 -1 2
el m by + b, Tl + BT +hyT2 + baT> £89]

where T is temperature (°C) and the b; are coefficients

dependent upon the electrolyte. These twe equations were
combined by Ucok et al. {(1979) and fit to experimental data
for NaCl, KCl, and CaCb brines by thres—dimsnsional

regression analysis. The resultant formula predicts the
electrical conductivity of salt solutions to within 2%

accuracy from O to 4 molar (0 tog 25 wti) over the

temperature range 25 to 37%9C. Olhoeft (1981) has alsao
analyzed the data of GQuist and Marshall (19&8) to produce a
predictive formula accurate to within &6%Z for 0.01 m NaCl

as a function of temperature from 0 to 800°C and pressure
from 0.5 to 4 kbars. The electrical conductivity of steam is
effectively zero, with the conduction in stesam—-filled rocks
being largely due to vapor condensation and surface

conduction along pore walls.
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Table 4
Electrical Conductivity versus Temperature and Salt Concentration

o(T,c) = Sq1 = BT (mho/m} (89]

from data in Ucok et al. (1979) by three-dimensional linear regression
analysis where C and T are matrices with

C,, =¢ (c in molar concentration)
1
AL 7
= C
127 6,
C13 =c lﬂ C
and T]] = ]-]
T31 = T2 (T in °C) 5
T,. =T
AR
Ty = T
and the Bij coefficient matrix for each salt is given as:
NaCl:
3.470 -59.21 0.4551 -9.346x10"° -1
-6.650 198.1 -0.2058 7.368x107° 8.
2.633 -64.80 0.005799 6.741x10™° -2.
KC1:
5.783 -59.23 0.2051 1.815x107% -1.
-6.607 149.7 0.1064 -7.037x10"4 1
1.665 -31.21 -0.03418 1.530x10~% -1
CaC12:
-34.62 780.3 1.050 -0.002459 9,
24 .64 -492.3 -0.5922 0.00146] -7.
4

-3.907 64.59 0.06735 -1.216x10"

= 2 B

.945x10”

. 731x10°

.766x10°°

768x10"7
136x10"7

0941078

.080x1076

7

986x10~7

109x10™7
9



The polar water molecule has a very strong orientational
(rotational) peolarization resulting in a large dielectric
permittivity. The polarizaton of an individual water
molecule is independent of temperature and pressure
(Todheide, 1972), but the dielectric permittivity is
polarizability per unit volume and is altered by temperature
and pressure as the density of water is changed (just as the
dielectric time constant and electrical conductivity vary
with changing viscosity). The temperature and frequency
dependence of the relative dielectric permittivity is given
by Hasted (1972, 1973)

2
K, - K K_ -
K = iK* mn? ¢ ——"Be_"a_._ 4 a1 £901
1 + (lux, )™ 1 + iux
. 1 2
where n2 = 1.8 (independent of temperature)

Kg = 295.68 - 1.22683 T + 2.094x107> T2 - 1.41x107¢ T5 (911
K, = 4.2 (relatively independent of temperature)
x = 0.012 (independent of temperature)

Ty = 5.62x10715 0-188/kT (gqr, £921

T, ~ 4.2x10714 sac

T = temperature (K)

w = 2uf (f in Hz)

and k = Boltzmann‘'s constant = 8.61735x10-5 aVv/K.



The relaxation associated with T2 is very little

understood and its temperature dependence is unknown. The
relative dielectric permittivity, K', is effectively

Ke for any frequency below several hundred meQaHertz. The

above formula is valid between freszing and bailing
temperatures (273-373 K) and for any frequency below the
infrared. At higher temperatures, the principal changs
occurs in K', with Akerlof and Oshry (1950) finding

from 373 to &43 K

Ky = S321T"14233.76 -0.9397T +1.417x107572-8.292x1077T> [93]

Heger (reported in Todheide, 1972) measursd dielsctric
properties from 373 to B23 K batwesn 0.1 and 5 kbar pressuras.
Using three—-dimensional regression analysis, Olhoeft (1980)

found a formula far K. fitting tha data to an accuracy

af within 1% for K'>20 and 104 for K'<20.

The dielectric permittivity of ice i=s givan as

Keg — K
K = iK" = K + ——8———-2 L9741
1 + iwv
20715
where K, = 3.2 + -;———EE— (Cole and Worz, 19&69) C931
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v = 4.76x10"16 @0:577/kT  (camp et al., 1969} [943

The dielectric permittivity of water is also strongly
dependent upon the concentration of impurities (Pottel, 1973;
Hasted, 1973). Water molecules have the highast
polarizability of any liquid, and any added impurities tend
to reduce the volume average polarizability and hence the
dielectric permittivity (although colloidal materials tend to
increase the apparent polarizability at low frequencies).

The relative permittivity of water varies with the
concentration of LiCl salt (and similarly for NaCl) according

to the formula above for liquid water with
Kg = Kgt(T}) =13.00 c + 1.06% cz =-0.03006 c3 971

where K_(T) is from the formula for pure water above

and £ is the salt concentration in mole/liter.

K. = 4,2 + 0,.214% ¢ {(Hoekstra and Cappillino, 1971) [98]

x = 0.0026 + 0.02676 € - 0.00123 c2 + 2.71x10"°c>  [991

T = (8.25 - 0.347c)x10" 12 gec at T = 298K £1001

and the refractive index, n, doas nat approcinblf change with

salt concentration. Thease formulas were derived from linear
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regression of data by Gottlob, by Adelph, and others and
published in Pottel (1973). 0Qther formulas are discussed in
Pottel (1973) and Hasted (1973). The most significant effect

of salt is to change Kg and «. For other salt solutions

and binary liquids, see Akhadov (1980).

Although mixing laws are explicityly addressed eslsewherws,
it should be noted here that the mixing of water with any
other material produces a composite material with electrical
properties unlike the mixture of any two other matierals.
Mixtures of most materials tend to produce composite
properties somehwere along a geometric msan path between the
two end members (see Madden, 19763 Landauer, 1978), and in
some cases add properties due to Maxwell-Wagner effects.
Mixtures containing water may result in propertiss very
different from any ons component through water—mineral
interactions such as surface diffusion and corrosion (the
basis of induced polarization, Wong, 1979), pore structure
interaction (Rangarajan, 19693 Olhoeft, 1977), and colloidal
polarization effects (Pethig, 1979; Duhkin, 1971).

In fractional-monol ayer quantities, adsorbed water has
besn studied by a varisty of investigators (see revisw in
McIntosh, 196463 Baldwin, 19593 Fripiat et al., 1965; Homkstra
and Dovle, 1971; Clifford, 19753 Kanekc and Inoue, 197%9;
Fahim et al., 19823 Jenkins and Hartman, 1982; Anastasiou et
al., 1983; Tennakone, 19833 White, 19933 Ramdeen et al.,



1984; Clark et al., 1985; Hall et al., 1985). McCafferty and
Zettlamoyer (1971) and Zettlemoyer et al. (1975) studied
adsarption onto a-Fczos powder. Qlhoeft (197%) studied

sarption on pore uills in basalt. Hall and Rose (1978)

studied adsorption by kaoclinite clays.

MONOLAYERS OF WATER
] 2 3
| ] |
BASALT
T4
¢ 2.02 gm/cm’
pmas %

k)

5
-]

wH L
L ]
LAT 10 Hl*

OC ELECTRICAL CONDUCTIVITY, o, (ohm -l."

b
DIELECTRIC PERMITTIVITY, &'

Q
-
=
7]
2 r
=
g 02— ° la“--'
Q -
4 o | |
(] as 1.0 T ]
WATER CONTENT OF SAMPLE, mg
Figure 246 -

Figure 26 (from Dlho|+t, 1975) illustrates the typical
affect of small amounts of water added to a dry silicate.

The DC electrical conductivity doss not begin to change until
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there is sufficient water adsorbed in the sample to create a
connected path from cne measurement slectrode through the
sample to the other (e.g., exceed the percolation threshold;
in this case, about 0.002 wt% water or about 20% of a
monolayer). At 10 Hrx, the dielectric permittivity and loss
tangent do not begin to change until more than a full
monalayer (about 0.01 wtiX) of water has entered the sample,
by which time the DC electrical conductivity has increased by
an order of magnitude.

The dielectric properties do not change in the first
monoal ayer as the water molecules are strongly bound to the
surface and hindered from rotational polarizaton. McCafferty
and Zettlemoyer (1971) have estimated the rotation time for

water in the first monolaysr to be less than ! second
(compared to roughly 10711 gac for free water at room

temperature and 10-6 gsec for ice). With such a reduced
rotational polarization, the relative dielectric permittivity
is reduced from 78 to about & (or roughly the same as the
material onto which it is adsorbing). With increasing water
content, the rotational freedom of the added water molecules
increases with corresponding rises in the time conatant and
permittivity., By the time roughly seven layers are adsorbed,
the additional water bahaves as free water. When the sample
of Figure 26 has its 4.3% poraosity saturated with water, the
dielectric propertias at high frequencies (above sevaral
megaHertz) are barely changed while the lower frequencies

show distinctive dispersion or increasing dielectric
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parmittivity with decreasing frequency. At the same time the

DC alectrical conductivity has increased by up to 9 orders of

magni tude.
13
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Figure 27 comparaes the temperature depsndeance of the
electrical resistivity of basalt when vacuum dry and when
saturated with distilled water. The conduction process
dominates in ﬁh. frequency independent portions of the
cCurves, while the dielectric polarization (displacement

currents) dominate in the frequency dependent portions.
Note that the 2%0°C vacuum dry curve is nearly identical
to the -24°C water-saturated curve of resistivity versus

frequency. It alsoc requires nsarly a 2%0°C temperature
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change in the dry sample to equal the change in resistivity

of a S0°C temperature change in the wet sample. Also, as the
frequency incresases, the effects of temperaturs and water

content decrsase.

This filling of pores with water to increase conduction
and the reduction of water polarizability near solid surfaces
are the simplest water-rock interactions and are common in
silicates. The next complication arises through chemical
reaction between the water and the rock. Very little
water-rock chemistry occurs in materials like sandstone while
basalts will react with water to grow measurable amounts of

zeolite in a month at room temperature (or a few hours
above 1009C) and granites rapidly dissolve in water above

200°C. Many sulfides and oxides undergo eslectrochemical
carrosion in contact with water at room temperature, and most
high surface—area, high cation-exchange capacity clays and
zmolites axhibit strong electrical responses from ion
exchange reactions. Some clays and zeclites also act as
catalysts for oxidation-reduction rections between water and
other materials, and these catalytic effects appear to
accelerate with clays in the presence of organic compounds
(Eltantawy and Arnold, 1973; Fripiat and Cruz—Cumplido, 1974;
Tan, 1975; Poutsma, 19743 Johns, 1979; Trasatti, 1980;
Elenkova and Kostadinova, 19813 Kinoshita, 19823 Ovcharenko,
19823 Appleby, 19833 Birkett et al., 19833 Freund and Spiro,

19683). Further, the electrical double layers surrounding
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clay particles may be larger than the physical clay particle
size, thus leading to cooperative electrical behavior as the
double layers overlap. Most aof these untnr—rnc# interactions
will participate in electrical transport or polarization
mechanisms and thus be ocbservable through measuraments of
electrical properties {(see review in QOlhoeft, 1985). One
example discussed earlier was the sffect of surface

conduction along pore walls in water saturated bhasalt.

To adequately model this bshavior, an additional circuit
elament must be added to those discussed earlier —— ths
diffusion—-limited Warburg impedance. These diffiusion
mechansims usually are cbserved with a square-root frequency
dependence, giving rise to a similar frequency dependence in
the Warburg model. However, the Warburg impedance is a
special case of a more general interfacial impedance
involving both activation and diffusion through the
distributed impadance characteristic of porous or particulate
elements (see excellent discussion in Rangarajan, 19693
Sluyters—-Rehbach and Sluyters, 1970, 1964). The Warburg
impedance may be added to the earlier circuit representation
of a rock and also distributed to generalize the model and
include water-rock interfacial impedances. This will be

discussed in the modelling section.

In the Figure 28, sxperimental data and electrochemical

models are used to show the relationship between particle
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size and time constant in diffusion—-limited systems
(discussion under modelliing). The models may be shifted
about an order of magnitude to right or left depending upon
the parameters chosen, but the slope may not be changed.
Very similar results have been found in porous systems by

Rangarajan (1949). The dotted line is given by

2
time constant = --~—5-—:;— C1011]
. J.4x10

LOG TIME CONSTANY (s)

Callett (1959) data

G = Grissemann (1971) data

after Pelton (1977)

L A ) L

-13 i L L
J9 -8 -7 -6 -5 -4 -3 -2 -

W = Waong (1979) model LoG RADIUS {m}
= Trukhin (1962) model HoLos
Figure 28

Clay particles commonly exist as small as 2x10 -m (Grim,



1948) with the thickness of the slectrical double layer
roughly 1of9m. Disseminated sulfide pnrti:lis rangas from
10™%m up until they merge with massive and veined sulfides
on the order of 10"im and larger. Paramagnetic oxide

particles also exist down into the 10" %m rangse. As the sarth
also has large faults and fractures running down to common

pore structures in the 10-6m and microcracks in the 10'9m

range, it should be apparent that both particle size
distributions and pore size distributions will tend to
produce very broad distributions of time constants in

alectrical properties.

Figures 29 and 30 illustrate the complex resistivity
spectra of a pyrite-bearing shale from Tiger—-Government 2-22
oil well at T3I7N R78W in Wyoming. Figure 29 is the sample
measured “as received" while Figure 30 is the same sample
saturated with distilled water. Note that the resistivity
changes dramatically, but the phase anqil is relatively
unchanged. Further, the water saturated sample has a much
higher chemical reactivity as evidenced in the increased
alectrial nonlinearity (higher total harmonic distortion,

THD). Further discussion of nonlinearity will come later.
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For consistancy, all of the following figures are samples
measured water saturated in 0.00im KCl solution at a current

density of 100 A/m2, Figure 31 illustrates the slectrical
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propertiss of the simplest type -— a clean, barren sandstone
(@.g.y NO clay or mineralization). This sandstone 15C243 has
9.2% porosity and is from ths SBhinarump member af the Chinle

Formation near White Canvaon, Utah. At low frequencies it
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shows the characteristic frequency indepandent resistivity
due to domination by the DC conduction (current flowing
through the volume conduction of the pore water). At high
frequencies, it becomes nearly a pure dielectric (the
transition is not entirely sharp dus to small Maxwell-Wagner
effects from the pore stucture). The phase angle parallels
the resistivity with a very small phase angle characteristic
of conduction at low fresquencies and the -n/2 radians of a
dielectric at high frequencies. Note that the THD is very

low, indicative of a linear elactrical response with no
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avidence of any chemical reactions betwaen the water and the
rock. .

In contrast, the Figure 32 is the electrical spectra of a
sandstone containing both clays and minerals from the Powder
River Basin near Pumpkin Buttes, Wyoming with 37.3% porosity.

Note the two distinctive relaxations ("bumps" in the phase
spectrum) near 0.003 Hz and 3 Hz and the corresponding
nonlinear THD. Below 0.001 Hz, the conduction through
water—filled pores is dominant. Between 0.001 and 0.1 Hz,
the cation exchange reaction of the clays (and surface
conduction) is dominant. From O.1 Hz to 1 kHz, the
oxidation-reduction reaction of sulfide and oxide minerals
with water is dominant. Above 1 kHz, the sample rapidly
turns into a dielectric. A more detailed discussion will

come later under modelling.
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Figure 3I5-

The next thres figures show alternative pressntations of
the same data. Figure I3 illustrates the difference betwean
plotting the linear real part of the complex rasistivity or
the log magnitude of the resistivity versus log frequency.
Figures 34 and 35 plot two Argand diagrams of imaginary
varsus real resistivity. Figure 34 plots all of the data as
shown above. Figure 35 expands the lower right corner of
Figure 34 in order to bastter see the detail of the sulfide
and clay responses (numbers along data curves are log
frequency).

Figure 34 illustratas the complex resistivity spectra of
a Hawaiian basalt from Kilausa Caldera with 11.3% porosity.
This sample is also linear like the sandstone 15C263 abhove,

but notice the more gradual transition from a conductor to a
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dielectric with increasing frequency and the higher phase
angle in the 10 Hz region due to the greater tendency for

basalt to interact with water than exhibited by sandstone.
860

(OHM-M)

728

Hi-21-2A BASALT

396 |

332

® RESISTIVITY
3SVHd 9071 o

(poyw)

zoc L L ] 1
(=] 0.30 T T T 1
= o024}
- 018}
4
w o.l2F ° °

)
Al | 0% o0° ® 50g° 0-0
& ) g.0a O ©

LOG FREQUENCY (HZ)

-
-

Figure 3&

For comparison, the Figure 37 is the specra of a 0.7%
parosity granite from Westerly, Rhode Island. The dashed
region near 10 Hz is where the impedance—~frequency product of
the sample exceeds the measurement capability of the
instrumentation. Note that the very iow porosity and
resulting very high resistivity cause the conductor to
dielectric transition to cceur at much lower frequencies than

in previous examples. This granite is a dielectric above
102 Hz, while the sandstones earlier are not dielectrics

until above 104 Hz. The relatively high phase angle at very

low frequencies is caused by water-rock interaction, and
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values af -15 to =20 milliradians are typical of high
resistivity, high quartz materials.
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Figure 38 illustrates the electrical specra of another
extremely high resistivity material —-— a graphite schist from
the Dixon Schist near Ticonderoga, Essex County, New York

with less than ¢.01% porosity. Like the granite

above, the schist becomes a dielectric above 102 Hz. Unlike
the granite, the schist is extremely nonlinear (very high
THD) and has an anomalously high phase angle (-172 mRad) at
low frequencies. Both are caused by the prasence of graphite.
Further, note that this sample has a phase response which is
independent of frequency from 0.001 to 10 Hz. This could be
caused by a uniform, continuous distribution of reactive

particles below 1| mm size, but it is generally recognized to
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be a charactaristic of the slectrochesmical response of
graphite. Thus, while all of the other materials discussed
here have become dominantly controlled by pore water
conduction at low frsquencies, graphite—containing materials
are controlled by the slectrochemistry of the graphite-water

interface.
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Figure 38 -

All of the preceding examples ars of fairly common
electrical proerties and materials. The next few are
relatively rare at present, but may become more common as
more careful fisld measurements are acquired. Figure 39
illustrates the electrical specra of a sandstone with
carbonaceous siltstone and shale from Baggs, Wyoming. It has

a porosity of 174 and was measured with its natural water
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content intact (preserved by heat sealing in a plastic bag in
the field). This unusual respcnse is caused by fine-scale
lamination of sandstone, shale, and silt with carbon and
clay. The high phase angle and high THD are indicative of
electrochemical water-rock interaction with the carbon
minerals and shale, but the very strong frequency response
around 1 Hz is mainly the result of Maxwell-Wagner effects
dus to the laﬁinations (e@.9., a geometric effect). The
presence of clay prevents the material from becoming a true

dielectric sven at the highest measured frequencies.
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Figure 39 -

Figures 40 and 41 illustrate the slectrical propertiees
of an Hectorite clay as a complex resistivity spectra and as

an Argand diagram. The sample is Clay Minerals Society
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. standard clay SHCa—=1 in a 3:1 mixture of 0.1 m KClidry clay
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by weight (van Olphen and Fripiat, 1979). Though other
materials have besn observed toc have such unusual electrical
properties (Archer and Armstrong, 1980), there is no known
explanation for their occurresnce.

Figure 42 shows the spectra of an sven more unusual
type. It is representative of several core materials from
0il wells that were provided to the author by o0il companies.
Unfortunately, the oil companies allowed the samples to be
measured only for their slectrical properties before
returning them. Thus, the mechanisms of many of the cbserved

properties are unknown.
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Howaver, the very strong negative induced polarization

{paositive phase angles) of the above materials are also seen
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in many clays and in other materials which are very sensitive
and reactive to the addition of water (some coals, and
»frash" anhydrous dacite from Mt.St. Helen’'s eruptive domes).
Thus the spectra from the oil core may be related to
non-aquecus clay-organic reaction, or to catalytic activity
of clays in the prasance of organics (Fripiat and
Cruz-Cumplido, 19743 Johns, 19793 Ovcharsnko, 1982; Elenkoava
and Kostadinova, 1981; Appleby, 1983; Birkett et al., 1983;
Olhoeft, 1983).

Figures 43 and 44 illustrate two typical clay spectra.
Figure 43 is an APl Standard Clay Mineral number 31 Bantonite
from Cameron, Arizona measured as a 111 ratio of 0.1 m KC1:
dry clay by weight. Figure 44 is API no.7 Kaolinite from
Bath, South Carclina measured as a 1:2 ratio of 0.1 m KCl:
dry clay by waight. Note that both samples are not
dielectrics at the highest fresquency measured (1 MHz), and
that both samples have reversals in the resistivity curves at
low frequencies. These reversals are indicative of
nonlinearity as the Hilbert transform is violated (sew
nonlinear discussion below). 0Only the bentonite also shows
the more conventional total harmonic distortion nonlinearity.

The bentonite example is typical of most smectites,
montmorillonites, and other high cation exchange capacity
materials. The kaglinite example is typical of low cation
exchange capacity materials, and also of modern peptized (or

"beneficiated") drilling muds.
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The primary difference betwsen the two clay sxamples is
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the cation exchange capacity (3.1 meq/100g for kaolinitm
VCFIUI‘77-0 meq/100g for bsntonite; Lewis, 1950). Although
thers have besn reports of a correlation betwaen cation
sxchange capacity and specific surface area (Patchett, 19795,
the electrical propertiss only appsar to “seae" the cation

exchange capacity. High surface area materials like

sapiolite clay (392 mzlq) but with low exchange capacity
{(3-15 meq/100g; Grim, 1948) have electrical properties like
kaolinite. High cation sxchange capacity materials like
synthetic cation exchange resins (up to 400 meq/100g) but
with low surface areas have electrical propertiss like the

bantonite shown.
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Table §

Surface Area and Cation Exchange Capacity of Various Materials

Material | Surface area
m*/g
silica 300-973
zeolites -
organic matter 10-260
vermicullite -
montmorillonite 82-767
saponite -
nontronite 72
halloysite (4H20) 43
chlorite 42
illite 97-113
palygorskite -
various soils -

" glauconite -
attapulgite 140
sepiolite 392
kaolinite 15-23
halloysite (2H:0) 43
pyrophyllite -
basalt 0.35
fine sand 1-5

Cation Exchange
meq/100g

10-400
100-620
130-350
100-150
29-126
70

60
40-50
4-47
10-40
20-30
4-25
11-20
18

3-15
3-15
5-10

4

0.5

0.8

Anion Exchange
meq/100g

4
23-41
21

12-20

Compiled from the following sources: Almon (1979), Barrer (1978), Grim (1968),
Grim and Guven (1978), Lerman (1979), Olhoeft (1975}, Unger (1979), van Olphen

(1977), and Worthington (1973).
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ELECTRICAL PROPERTIES SHORT COURSE - Gary R. Olhoeft

Measuremants

There are two natural divisionms in the measursment of

electrical properties —— the first is a division in frequency

a£ 10® Hz, above and helow which frequency different sample

holders and instrumentation are required. The second is a

division in impedance below 10°% Hz at 10® ohms, above and
below which impedance different sample holders may be
required and different instrumentation is required. Figure
45 outlines in fraquency and impedance some of the commerical

techniques currently available to measure electrical

properties.
s
ot GRB
S o
= —_ \
-]
h-
: AN
E of
o
[=
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HPN ‘T
-t L 1 ] 1 1 L l 1 1 1 1 i }
i
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Figure 45 -
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DT is a Guildline 9520 digital terachmeter used in the
time~charging mode (or any good elactrometer). NLCR islth-
nonlinear complex resistiviity system described in Olhoeft
(1979, 1985). GRP is a General Radio 14620 digital
capacitance bridge. HPB is two Hewlett-Packard 4274 and A275
digital LCR meters. HPN is a Hewlett-Packard 8507 network
analyzer system. T is a wide variety of squipment including
BR-900 slotted lines, Tektronix time domain reflectometers,
and microwave network analyzers from several manufacturers.
Other teschniques such as resonant cavities, interferometers,
and so forth are available, but are usually best suited for
very specialized applications. The techniques listed in the
figure above are most useful to studying rocks and will be

discussed in detail.

Low Frequency Dielectric Measurements

The firat technique is the measurement of dielectrics in
the DT and GRB regions of the above chart. As dielectric
measurements are among the best documented (von Hippel, 1954;
Hill et al., 1969) and standardized (sse Scheiber, 1960;
Charlaes et al., 19463 and publications of the IEC and the
ASTM Standard Tests D150-170 and related), there will only be
a quick review here. Figure 46 shows typical dielectric

measurement cells for solids (left) and liquids (right).

-1135-



¢ UNGUARDED ELECTRODE

T3 Guord Guarded Unguarded
e ) electrode  electrode electrode

R

GUARDED ‘
ELECTRODE . GUARD
:,",?‘:'7—1.v,—_-—-—v————-———-jw.v..,..-’.-4
é.?—-—ﬁ—’—il_’d_-“‘:ﬁ.:" ?__._. - i
L L
| INSULATOR__
o
I H
| | B
! 1
| ‘ | |
L_[ 1 .
l L

Figure 46 -

Both sample holders smploy threa terminals or electrodes.
The measurement is parformed betwessn the guarded electrode
and the uhquarded electrode. When the bridge is balanced,
the guard and guarded electodes are at the same potential.
This pravents currsnt from leaking around the sample (through
the sample holder or via surface conduction on the sample)
and eliminates complications from fringing ficld;, stray
capacitance and cable effects. The best single description of
the use of such sample holders is in General Radio
application note EID-11. Samplas for use in these holders
should be thin disks.

Figure 47 illustrates the use of a three-terminal sample
halder to measure the dielectric permittivity and loss of a

material. The sample holder is first measured without a
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sample, acguiring the capacitance, Ce» and loss tangent, DF.

of air with the electrode separation set to the same distance
as the sample thickness. The sample thickness should be less
than 20% of the sample diameter.

Next, the sample is placed in the sample holder with the
same electrode ssmparation as the first measursment, and the

capacitance, Ci' and loss tangent, Dl' of the specimen are

measured. If the capacitance bridge is well built, the air

loss tangent will be zera, Dg = 0, otherwise the measured
value of D will be that of the bridge’'s internal losses.
if DF is zero, the following formulas yield the r.lativ.

dielectric permittivity and loss tangent for the sample:

=h, h

- o

G el

Measure: Cyand D¢ Cgand D¢

c h
K * = ——1—
Ce —~

I=
I
;

D =D,

The above method can have a complication if the metal
electrodes of the sample holder cause a contact polarization
when they touch the sample or if there is a material, such as
water, which will adsorb onto the electrodes to cresate an

interfacial polarization. In such situations, C; and D,

-117-



will be in error by the amount of the interfacial impedance
and polarization in series with the sample. To avoid the
problem of contact polarization, the air-gap maethod is used
as outlined in Figure 48. This method requires an accurate
knowladge of the separation of the slectrodes and of the

thickness of the specimen.

- hoiﬁ Iy
J [l RO
== =
T 0

AIR AIR + SPECIMEN
Measure: Cg and D¢ C,and D¢

Figure 48 -

1

K" = (1 -
C103]

hn ,
D-Dc'l‘(";"'-"l)'( (DC_DF)

In many situations, the sample thickness is not known or

cannot be accurately determined (such as with a
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rough—-surfaced specimen). In such situations, the two-fluid

mathod is used as outlined in Figure 49.

ho h

I-[H \_}D—-II-—
L — =]
gl

—————1 FLUID 1 {AIR) FLUID 1 + SPECIMEN FLUID 2 FLUID 2 + SPECIMEN
MEASURED
CAPACITANCE
DISSIPATION Cer | ACy =Cy-Cpy Cy Cez [ACy=C3-Cey C,
FACTOR Der | &0y =0¢-Dgy | DOc De2 [AD2=0D¢c2Dfy| De2
Figure 49 -

This results in the solution for sample relative dielectric

permittivity, loss tangent, and thickness:

K™= Kgy *
K (Cgy/Kgy)
E1/Ke1 _
2 F2
hg Cr2 = Cpy

One of tha two fluids may be air, and the other should be a
stable compound that does not react chemically with the
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sample or the sample holder (such as dimethyl siloxane).
Since the largest error in measuring dielectric permittivity
lies in the measurement of the sample thickness, the
two-fluid method is preferred. In such Cases, aAccuracies as

high as 0.00%Y are achievable.

Low Frequency Complex Resistivity Measurements

In dealing with uqter-saturat-d samples, the dielectric
bridge methods do not worky first, because the impedance is
usually lower than most bridges can measure, and second,
because water is highly reactive and produces interfacial
polarizations at the electrodes and the sample. There are
methods to :drruct for these polarizations, but the simplest
technique is to construct a measurement system that does not
include the polarizations in the measurement process. This
can be done by using a four-terminal sample holdar.

Figure 50 outlines some of the problems in measuring the
electrical propertiss of a wat sample. The complex impedance
of the sample is determined from the transfer function
rnlatiqg the electric field, E, and the current density, J.
These should be related to the voltage drop across the sample

due to the volume current flow through the sample, V.
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Figure 50

However, there are errors caused by inductive, I, and
capacitative, C, coupling betwaen the leads; leakage currents
around th& sample (either by lurflcq conduction on the sample
or through the sample holder), S; and charge transfer
impedances, T, caused by the interfacial polarizations at the
alectrode—-water houndary.

The leakage currents, S, can be eliminated by proper
sample holder design or by potting the sample. The inductive
and capacitative coupling can be eliminated by proper
shielding techniques (including the use of driven shields) or
may be removed mathematically (see below). The transfer
impedances can be removed by separating the slectrodes that
inject current into the sample {(where the interfacial

impadance occurs) from the electrodes that acquire the
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valtage drop across the sample. If the measurement apparatus
has & low noise current (sc as to not inject crrent into the
vaoltage—-drop measursment circuit) and a hiqh-input impedance
(so as to not draw current through the voltage—drop
electrodes), the transfer interfacial impedance will be
bypassed and not cause an erronecus sample impedance to be
computed.

A four—terminal sample holdsr for use with potted
samples, water-saturated at room temperature and pressure is

shown in Figure 51.

BiLicone
ADHESIVE
POTTING
SOLUTION PLEXIGLAS
TANK
Figure 51

The samples are potted in silicone adhesive which adheres to
most rocks and minerals readily and cures in about 48-hours
in a high humidity environent. Some epoxies and other

compounds do not work well as they do not completely cure, or
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the curiﬁg process genearates an electrical signal, or they do
not adhere to rocks and minerals, or they shrink
unacceptably. Some plastics and polymers are electrically
conductive, thus producing unacceptable leakage curreants.

The platinum mesh electrodes are bright platinum as
experience has shown that platinized (black) platinum is
easily contaminated, is hard to clean, and degrades with
time. Bright platinum is easily cleaned in hydroflouric
acid, and is readily obtainable in pure quantities
(thermocouple grade). The platinum mesh electrodes used to
measure the voltage drop across the sample may have platinum
wire electrodes substituted if the face of the sample is
homogeneous. In either case, the voltage drop electrodes, +E
and -E, cannot be allowad to touch the face of the sample or
contact polarizations may occur. However, they must be closas
to the sample to minimize the voltage drop in the solution
between the electrode and the sample. Platinum is not the
ideal electrode material as it is slightly polarizable in
aqueous solution (Sarmousakis and Prager, 19573 Olhceft,
1985); however, of the available materials, it is the best
compromise (silver/silver chloride is better if silver and
chloride ion contamination are not problems).

The materials that the sample holder are constructed
from must be insulators and they must be chemically inert and
not easily charged. Teflon and its relatives are ideal
(though expensive). The holder shown in Figure 51 is made

from plexiglas, and works acceptably, but nylon is
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unacceptable as it accumulates and haolds a charge (thus
becoming polarized). A disadvantage of the sample holder
shown in Figure 51 is that the sample must be potted, which
is time consuming, and the sample must be sufficiently

well-consolidated to survive the potting process.

Figure 52 illustrates a sample holder that does not
require potting and may hold unconsolidated materials. The
sample, S, is placed inside a flaxible, insulating sleeve
such as vinyl or Kalrez {teflon is unacceptable as it does
not make a good seal to rocks). Pressure is applied, L, to
the snds of the sample holder to seal the slesve against the

walls of the holder. Confining pressurese, P:, squeszes the

slesve to make a seal against the sample and may be used to
change the pore volume of the sample. PFore pressures,

P1 and P2' are used to flow aqueous salutions though the

sample for streaming potential or hydraulic conductivity
measurements. The stainless steel ends are used as +J and -J
current electrodes (they should be platinum plated or thay

will corrode).
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Many samples are very unconsaolidated and will not even
survive the sample holder above. In thess situations, the
sample is simply poured into a sample holder as in the Figure
3. Surface conduction cannot be eliminated, but then it is
probably an important part of electrical conduction in
unconsolidated materials and should not be eliminated. When
the sample holder is used with materials that contain no
metallic or semiconducting oxides or sulfides, the
voltage—-drop electrodes may touch the sample without adverse
effects (as in clean sandstone). When metallic minerals and
some clays are presant, the voltage—drop electrodes must he
isolated from the sample to prevent contact polarization

affects. This is illustrated in the drawing by the usas of
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porous teflon membranes as isolators. In the photograph, it
is shown by additional sections of sample holder that are
filled with an inert paste made from 0.1 m KCl and fumed
silica (Cab~0-8il or Aer-0-Gel).

Thus, from top to bottom in the photograph, the sample
holder is made of an end cap, platinum mesh current
electrode, solution reserveir, platinum mesh voltage drop
electrode, isclator ring filled with paste, sample ring,
isolator ring, platinum mesh voltage drop slectrode, sclution
resarvoir, platinum mesh current electrode, and an end cap.
All materials are teflon, and the clamp to hold the assembly
together is shown in the background. For samples that are to
be measured only partially water saturated, the isolator
rings and solution reservoirs are filled with fumed silica
paste with the appropriate water content. As the paste
isolator rings are in the voltage drop circuit, the system
must be calibrated to measure and remove the impedance

bastwesn the voltage drop electrodes and the sample.
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This is simply performed by measuring the sample holder with
the two isolator rings shorted together without the sample.
The result is then subtracted from later measurements with
the sample.

The electronic measurement apparatus to be connected to
these sample holders must be linear and capable of measuring
the impedance and frequency range of the samples with
sufficient accuracy to allow the corrections for residual
inductive and capacitative cable coupling (assuming most
coupling to have been eliminated by proper shileding).

Figure 54 illustrates such a system.
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The hlock diagram on the left outlines the system. From

102 to 105 Hz and overlapping from 104 to 106 Hz,
measurements are performed by Hewlett Packard 4274 and 4275
digital LCR meters under control of the HP?845 computer.

The 4275 is capable of measuring to 107 Hz if the total cable
length from the instrument to the sample holder is under 1
meter. These instruments are first calibrated with an open
and a short at their front panels, then again with an open
and a short at the sample holder to remove cable effects.

The next two pages illustrate the conversions from instrument
measured quantities to impedances and corrections for

inductive and capacitative coupling.
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Table of Measurement Conversions

At any given single. frequency, f, only two quantities are measured. With
w = 2rf, the conversions are:

The instrument assumes as series circuit: o o
C._R
S 'S
21% = R + (uCy)?
- YA =
¢ = - tan (aﬁgﬁg) D wCsRs
Z=R+1iX = |Z| (cosp + i sin¢) (1051
R = Rs
X = -(wCs)"
’ C
The instrument assumes as parallel circuit: o{iﬁ‘
GP
2 - 2, 21-1
{Z] {Gp (ch) } .
()
6 = - tan"*(—b) D=k
p 3 (106]
Y=6G+iB=27"?
G = Gs
B = pr
R z
Conversions: G, = 3 = R;‘ D
PR+ (wCg)"* 1+ D?
{1071
C = ——t

Note: despite the convention addopted on page 11 and equation {15], some
instruments use 8 instead of ¢ for phase angle.
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Example of Cable Correction

At any given single frequency, f, with w = 2nf, the typical circuit
including all cable effects is

R+ 1 X
LO
6
. |
c
i
[Reix

" The instrument "sees" Rm+ixm while the desired parameters are R+iX. R0 is the
series resistance of the measurement leads. L_ is inductive coupling. G_ is

0 0
sample holder leakage. C0 is capacitative coupling.
Z -1
The solution is Z = ——2 (1081
1+ Yo(zm-zo)

where %o = R0 + iwLo and Y0 = G0 + 1wCo. Z0 is the measured impedance with
all of the leads shorted together near the sample holder, and Y0 is the measured
admittance with the positive current/potential leads shorted, the negative
current/potential leads shorted, but positive-to-negative open. For inductive
coupling removal in field situations, see Wynn and Zonge {1975). To remove
inductive and capacitative coupling in borehole logging, the hole must be logged
three times: once with the cable normally connected to the probe electrodes and
thus the formation, a second time with the cable isolated from the probe and
shorted at the probe, and a third time isolated and open. The measurements must
be performed with high enough accuracy to make the equations above meaningful
{see data error analysis next).

-130-



The matrix relay switches the center conductor and the
shield of the current and voltage drop cables under computer
control depending upon which instrument is measuring the
sample. Both center conductor and shield must be switched as
th. digital LCR meters use return-current-lcop shislding and
the NLCR system uses driven shields.

The remainder of the system shown on the left in Figure
54 is pictured in the right photograph. This is the

nonlinear complex resistivity system (NLCR) that measures

from 10-6 to 103 Hz (it can go ta 105 Hz with batter
pre-amps). This system uses a pair of HP 3320 frequency
synthesizers phase—-lockad togather as a precision scurce and
time base. The source drives a Crown DC-300A power amplifier
(not required in the laboratory; required for borshole
legging) which drives current through a Gensral Radio 1433H
prncisioh {0.01%) decade resistor and then through the
sample. The voltage drop across the decade resistor, R, and
across the sample are fed into two low-noise—-current,
high—-input-impedance, isclation preamplifiers with driven
shields. The driven shields preserve the
high—-input-impedance to the snds of the cables and eliminate
some of the capacitative coupling. From the preamplifiers,
the signals are simultaneously digitized by two
sample—and—-hclds and a pair of 12-bit A/D converters. The
digitized signals are then multiplexed and DMA‘'d into the
HP9845 memory (see Olhoeft, 1979, 198%5).

=131~



The computer memory thus holds a serises of numbers
rlprtlinting voltages and currents taken limultan-ously at
discrete, known time intervals. After applying the sample
geometry to convert these to electric fields and current
densities, there is:

Eyy Epy Exy -.. E,
Jl’ J2’ JS’ - ea Jn

..t tl’ tz. tx' L tn

all measured at a single frequency, f, with w = 27§, These
may then be analyzed by Fourier analysis and deconvolution to
arrive at the complex transfer function (and hence complaex
resistivity), but that does not give a measurs of how good
the data is: noise spikes, drifting sample, etc. To
perform the transformation and obtain the quality of data,
matrices are set up and the inverse taken as follows.

E(t = E_ + Ea sintut + ¢.)

!
L1091

Jit) = J’ + JQ sin(ut + OJ)

where E, = constant DC offset = spontansous polarization
J’ = coﬁstant DC offset (generally zero, but
retained for symmetry)

E, = amplitude of the electric field response

J, = amplitude of the current density stimulus
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and O.‘and Oj are phases relative to an arbitrary zero

time. Since the measuramsnt uystin has the source frequency,
@ , phase-locked to the digitizing clock (and hence the

time—base, t), the times t1 - tn are known in terms

of wt. Thus, the pair of equations [109] may be satup in

matrix form as 2n egquations with 6 unknowns.
This results in the matrix of the form

X =18 £1101
where underlined capital letters are matrices, X is n x 2,

ITisnx 3, and A4 is 3 x 2 with

o]
"

Etty) Xpz = J(tg)

=1
T‘.2 = sin(utm) L1111

Tm3 = cns(utm)

Ajy = E

s s
A21 = Ea :QIO. A22 = Ja :oltj
331 - Eu Iin’. A32 = Jﬂ .in’i
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Then by simple inverse theory (Searls, 1971), the solution to
the system of squations is

a= ('n 17k [112]
Algebraic manipulation of A yields

¢. = ar:tnn(A31/A21)

Qj = ar:tlninzzfnzz)
C1t3]
E. = 921/calt.

J = Azzicustj

These are converted to the complex resistivity parameters

through

ipl = EQIJQ = resistivity magnitude
"‘."jo

£114]

and these may be converted to other parameters through ths
equations in the section on Nomenclature.

This NLCR system has the advantage over the digital LCR
meters of being able to record and store the full E{(t) and
Ji{t) waveforms for later analysis (in the case of nonlinear

samples), produce error statistics on each measurement (see
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discussion in section an Data Error Analysis), and gensrate
the complex transfer function with higher accuracy (Olhoeft,
1979, 1985).

Figures 55 and 56 illustrate the typical measurement
accuracy and range characteristics of the NLCR system. Figure
5% shaows (from top to bottom) the error in mesasuring
impedance (typically less than 0.2%), the srror in phase
{within 0.2 milliradians), and the nonlinmarity of the system
as total harmonic distortion (THD: typically less than
0.04%). The increassed deviation approaching
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102 to 103 Hz is caused by the limiting frequency response of

the isolation preamplifiers. The higher frsquency data is

from the 4274 and 42735 LCR meters {(which cannot measure THD).
Figgure 54 illustrates the range of frequency and
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impedance that can be measured with this system. The circles
are the actual, measured input impsdance of the systam, below
which the stated accuracy is correct. The region labelled NR
is where the GR 1433H decade resistor fails and must be
replaced by individual, precision high-impedance, wire—wound
glass resistors. |

The measursments shown in Figuras 29 through 44 were
acquired with this system. Error bars are plotted for all
data points, though some may not be visible as they are

smaller than the plotting symbol.

This system is also used for classical slectrochemistry
sxperiments using corrosion cells (to study single
mineral-water interfaces) and others as described in Bard and
Faulkner (1980) and Olhoeft (1979, 1982, 1985). For details,
see Klein (1980), Cavell (1973), Evans and Matesich (1973},
MacDonald (1977), Kuta and Yeager (1972), Weppner and Huggins
(1978), and Mansfeld and Bertocci (1981). After acquiring
data in the form of [114] it must be corrected through [1081
with the open and short measurements at the sample holder to

remave coupling.

High Frequency Dielectric Measurements
The region labelled HPN in Figure 45 requiraes an

entirely different type of sample holder and measureament

technaology than that already discussed. There are a variety
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of methods that have been developed to perform measurements

above 105 Hz, but the most versatile employs a microwave
network analyzer measuring samples inside coaxial waveguides.
Figure 57 illustrates a 14 mm, General Radia 900 coaxial
airline. The photograph shows examples of these airlines
(two at the bottom), one with adaptors installed to convert
to type-N connectors, and three examples of rectangular
micraowave waveguides. To use these, samples must be

precisely machined to tighly fit between the

TYPE 900-BT TYPE 900-A8

Fiqure 57

outer conductor and inner rod of the coaxial line or
completely fill the rectangular waveguide (there also exist
perturbation techniques for small samples that only partially
fill the wavegquide, see von Hippel, 19%54; Adam, 1969, 1978;
Hewlett Packard, 1985). Incomplete filling of the waveguides
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requires complicated and uncertain corrections. Further
corrections are required for any adaptors, feedthroughs, and
cables required to connect the sample holder to the network
analyzer. These will be discussed in detail below

The desired physical propertiss from the propagation of
alectromagnetic energy are the relative dielectric

permittivity and relative magnetic permeability, given as

K* - ik* = (cy/c,)1/2 1153
pe - ipt = (cye 1’2 £1163
whers
(1+7) 2
Cy = —mwm—m- 1173
(1-T
' c 1 a2
€y = —{=——— 1ln===) £ii8l
wd z

with c = speed of light in vacuum = 2.998x10% m/s

d = sample length in meters

w = 2nf
v, - I

z » ——dee 1193
I-Vll"

r=y+ (x2 -~ 1172 £1201
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1 -,V
y m ———1'2_ £1211
Vi = Vo

v, = Spy + Sy [122]

Vo = Sopq — Si11 F123]

The parameters, 5,, and 821, along with Szz and Sy,

are the measured quantities. They are complex gquantities

Sig. Processor

Freq. Control/
Inter-Conn.

Test Set Inter-Conn,

Figura 58

with magnitude and phase measured at each frequency using a
netwark analyzer such as the Hewlett—Packard 8507 system
shown in Figure 38.

The S—-parameters (sometimes called scattering parameters)
are defined for a two-port system as (Kurokawa, 1245; Adam,

1969)
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by = S5;84 + Sio8;

£124]
by = 8313, + Syoay

where a; and a, are the normalized voltage waves incident

on ports 1 and 2 respectively, and b1 and bz are the

normalized voltage wavas reflected from ports 1 and 2

respectively. This is represented in Figure 59.

AAA
vV
N
Q

by b2

Figure 59—

To determine the quantities in equation (1191 in order
to solve equations {1231 back to [115] and [114] for
permittivity and permeability, corrections must be made for

errors in the measuresment system as outlined in Figur-'bo.



MEASUREMENT ERRORS
Tracking

« liolaton
o Dwsctmnty

Unknown

Figure &0 -

and corrections must be made for the cables and adaptors
between the sample holder and the instrument. Thase
corrections are made by proper calibration of the network
analyzer and the development of corrective sgquations for the
measurement errors in Figure &0. Then, at the ends of the
cables and adaptors where the sample holder would normally be
placed, both port 1 and port 2 are measured over the desired
{requency range with an open, short, and 50-ohm load
(assuming 50-ohm network analyzer) and the resultant &
S—-matrices recorded at each measurement frequency. Then an
empty sample holder is put into place, connacting port 1 to
port 2, and the S-matrix is recorded at each frequency. This
results in 7 complex S-matrices or 546 numbers to be stored at

sach measuresment frequency.
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The sample holder containing the sample is then placed
between the two ports, and the S—-matrix of the sample is
racorded at each frequency. Following lengthy, but
straight—forward algebraic manipulation of these 44 numbers
at each frequency, the S—matrix is determined for the sample
and plugged back through equations [123] to [115]1. The
details of this are explained in Kruppa and Sodomsky (1971)
and Adam (1948), and have heen implemsnted on pocket
calculators (Hillbun, 1980). Hewlett—Packard also has an
extensive series of application notes {(numbers 2214, 117-14,
and others) and programs (85030B Applications Pac) sxplaining
how to do this with their instruments (Hewlett Packard,
198%5).

One useful applicatio@ of the full S-—matrix is the study
of the interaction of slasctromagnetic energy with the scale
af inhomogeneity in the material. In equations [(122] and

[1231, only 821 and §;, are used. These use energy

incident on port 1 to measure the transmission through the
sample to port 2 and the reflection from the sample surface
facing port 1. Similar information is obtained in the other
direction at port 2. 1f the sample is homogensous at the

wavelength of measurement, using 521 and 511 will provide
the same solutions as using 812 and 822. However, if the

wavelength of slectromagnetic ensrgy propagating in the
material is less than I times the scale of inhomogeneity in

the material, than 521 and 511 will produce a different
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solution than 512 and 322. Thus, by varying the frequency

and measuring from low frequency (long wavelength) to high
frequency, the difference between these two pairs may be used
to quantitatively detsrmine the amount of volume scattering
of electromagnetic snergy in the material as opposad to
energy lost by conversion to thermal energy.

The netwarik analyzer shown in Figure 358 operates

over a frequency range of Sx10° to 1.3x107 Hz. With coaxial
waveguides and additional squipment, network analyzers may be
used to about 26 GHz. Above 26 GHz, the microwave frsquency
range is broken down into bands. For each band (roughly a
factor of 1.4 in frequency span), a different rectanqgular
waveguide must bae used as a sample holder, and various pieces
of ancillary hardware must be changed to connect the sample
holder to the network analyzer (or precision microwave source
and receiver). Current commercial squipment is available to

extend the frequency range in this manner up to 300 GHz

(3x1011Hz), beyond which optical techniques are more
appropriate.

Examples of the use of network analyzers to measure the
high frequency dielectric properties of rocks are found in
DuBow (1974), Poley et al. (1978), Freeman et al. (1979),
Nottenburg et al. {1979), Rau and Wharton (1982), Huang and
Shnn-(1983). Shen (1983), Kenyon (1984), De (198%), and Shen
et al,. (1985).

Above about 3x109 Hz, network analyzers are the easiest,
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but not necessarily the most accurate measurement techniques.
For very low loss materials, some network analyzers cannot
determine the imaginary part of the permittivity at ali. In
such situations, resonant cavity or slotted line techniques
are to be preferred. Both suffer from the fault that they
cannot measure over a continuous range of frequencies, nor
measure at any arbitrary frequency, but must measurs at
half-integer multiples of the wavelength of the
electromagnetic energy in the material. Thus, if the
dielectric parmittivity is unknown, the measursment frequency
is also unknown. However, both are very accurately
determined during the measurement process. As most rocks
caontain snough water to have reasonably high loss, neither of
these two techniques are widely used. For more details on
these types of measurements and others, see the discussions
in von Hippel (1954) and Bussay (19&7, 1979).

A more widely usad alternate technique for high frequency
measurements is the use of the time~domain-reflectometer

(TDR). Commercially available TDR squipment covers the

frequency range 105 to 1010 Hz and highar, with detailed
reviews and discussion available in Fellner—-Feldegg (1972),
van Gemert (1973), Suggett (1972), Clark et al. (1974), and
Cﬁl. (1977). The measurements are performed in coaxial
and/or rectangular waveguides much the same as discussed
above for the microwave network analyzers. However, unlike
network analyzers which work in the frequency domain

directly, TOR measures in the time domain and transforms the
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result into the frequency domain. After the transformation,
the same S-matrix computations and corrections may be
performed as discussed earlier for the network analysis.

The principal added problems in TDR are the requirement
to accurately digitize and transform a fast waveform. A
highly accurate time-base is essential, with time-base jitter
causing serious errors as the frequency is raised. There are
also the usual problems related to digitizing, aliasing and a
significant number of digitization levels, but also the
requirement to acquire enough data over a long snough time
window to make the transformation to the frequency domain
meaningful. Laplace and Faurier transforms require infinite
time windows to work properly, but such measurements are not
possible.

One distinct advantage of TDR is the ability to fine-tune
the measurement apparatus to place reflections from cable,
adaptors, and so forth at places in the time record whers
they do not interfere with the sample data. Thus, some of
the S—matrix corrections may be sliminated, and in many
cases, the directly measured time data may be transformed and
used to compute the dielectric permittivity directly.
Further, as svents are placed in time, it is possible to
directly see perturbations in the time record that are caused
by electromagnetic scattering due to inhomogeneities within
the sample. For examples, sea Nicholson and Ross (1970},
Lytle and Mvers (1977), Stuchly and Stuchly (1980), Topp et
al.(1980,1982), Patterson and Smith (1981, 1983), Dalton et
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al.(1984), and Dmlanmy and Arcone (1784).

Figure 41 illustrates a microwave anaechoic vacuum
chamber that was used to measurs the volume and surface
scattering characteristics of rock and soils for application
to lunar problems (Olhoeft et al., 1979). This is just one
example of many that require full scale or fractional scale
modelling of electrical and electromagnetic processes in the
laboratory in order to understand how mlectrical properties

are observed with geophysical equipment in the field.

Figure &1
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ELECTRICAL PROPERTIES SHORT COURSE - Gary R. Olhoeft

Data Efror Analysis

Bevington (1949) and Meyer (1973) give excellent

introductions to the error analysis of physical data. From

Bevington (19469) come these basic definitions:

X

x
]

o2 =

o =

number of cbservations

1im N~1 Ex; = parent mean
N-a

ith observation
N1 Lx; = sample mean “ p
1im N~2 Dix; - u)2 = variance

N-a

parent standard deviation

where the standard deviation is a measure of the uncertainty

in the measured data. The sample standard deviation, s, is

ol

~ 22 = (N1 Etxy - 02 [12%1

where N-1 is the number of degrees of freedom left after

determining X from N observations.

1t

desired

is rare that an instrument actually measures the

quantity, x. Usually an intermediats physical

quantity is measured which must be suitably converted inta
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the desired quantity. For example, by measuring voltage, V,

and current, I, Ohm's Law is used to obtain resistance, R.

R =WV/I
Errors propagate from tha original mesasurement to the final
parameter through the conversion formula. For any parameter
%x as a function of u and v

X = §(u,v,...)

if the most probable value of x is

K = $(UyVyens)

then errors in u and v propagate through to x and yield

2 . .20%2 292 2 3%, O
s o= = (==)" + s, (==} + 285 (2=)(==) + ... L1261
X U'du Y dv ®uv du dv
whare s2 = N1 D(u, - ©)2 and similarly f 2 71
u i o and similarly for s £12
and 'Ev = N1 Eltuy - G)(vi - ¥)} = covariance uv £1281
Thus, in the sxample for rasistance with
R = V/1
2 2 2
2. S s sty
Sn = R“(-%& + - — 2 —ak) £1291
R vg 1i v

-148-



Note that for proper values of the covariance, the srrors
could cancel giving a zero standard deviation in R, This

requires high correlation in the errors of I and V. 1I¥f
the I and V arrors are totaily uncorrelated, then ’%V = 0O,

Similar sxamples hold for the propagation of errors in
capacitance bridge mesasuremsnts of dielectric permittivity

and loss tangent through

K* = C/g,

D = @/uC

and a three—-terminal sample holder is assumed so there are no
carrections for fringing fields, surface conductance, and
cable coupling.

In the examples just noted, the individual variances are
camputed by large numbers of measuremsnts to determine the
statistics of the measurement system or by using the
manufacturer 's stated accuracy statistics for the instrument.

In the following sxample, linear regression analysis of the
NLCR system described earlier will show how the variance may
be computed directly from the measured data.

Equations [1102 through [114] described how to proceed
from a series of voltages and currents measured at specified
times (not necessarily uniformly spaced) through use of the
sample holder geometry to convert them into electric field

and turrent density values at discrete times
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EI' Ezg Esg sas En
J1| ng Js' aaa Jn
t1’ tz' ts. s e tn |
all at a specific frequency, ¥, and solve the linear system

of equations to arrive at the matrix form

& =Ia £1101
with the solution
a= (D Ty £112]

evintually resulting in the complex resistivity with

Ipl‘- EQIJ° = resistivity magnitude
¢ =y - ¢J = phase angle between E and J

The propagation of errors from E‘'s and J's at various t's
is followed by first finding the errors in the E‘'s and J's.
Assume the errors in time, t, and frequency, ¥, are
negligible by using 0.1 ppm accurate time bases in comparison

with 12-bit A/D digitization of € and J (244. ppm).
§ = (X - I (X - IA 1301
where the matrix, §, contains both the variance and

covariance information for the E‘'s and J°'s. Dividing § by
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the number of deqrees of freedom, n — & (as there are n

measursments and & elwments in ) vields

L= (I'D)7!B,;Byp/2 where B = (n-6)"lg £131]

with the phase error

L L L L
(Ag, /A2 (2D + =24 -32 + -#%
31721772 a a a
A A
1 'S ———il— 1 + —-32—
A21 A22

and the resistivity magnitude error

2 2
22 - Ja _251_1_531 L2 ﬂZI_:_Eiégal . Ezzgzzh:_;;zggg_,
Eg A22 * Axz (A + Axy) (A2 + Azs)

L1331
As it was experimentally determined that the covariances,

512 and 821. are invariably several crders of magnitude
smaller than 511 and 522. and also determined that

811 e 822, the above derivation was performed assuming
that 312 = Byy = 0 and Byy = By = (Bll+822)/2.

The error hars that result from this analysis are what
are plotted on complex resistivity spectral plots. A further
error must be added to these however to arrive at a bettaer
understanding of the total errors in the system. In

converting from measured voltages and currents to electric
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field and current density or from measured resistance to
material resistivity, one of the largest errors is in the
sample dimensions. These appear as

E = V/thickness (thickness or length of sample)
and J = 1/sample—area (croas—sectional arsa of sample

through which current flows)

or

p = R arsa/thickness.
The error in the measurement of the ratio areasthickness is

given as

s2,, = (a/st12(x2/a2 + 2Z/t2) [134]
with covariance assumed to be zero. If the error in
measurement of resistance, R, is -g. then

2 22,02 2 2
s, =0 (IR/R + sy /a/t)9) L1351

In the Pitrophysics Laboratory, typical values of these

parameters are

R = 100
a/t = 0.5, a = 0.02, t = 0.04

-3 = 50

s2 = 9%1079R? = 9x1074 (0.03% error)
52 = 1x107%2 = ax1078 (1%

sf = 1x107%2 = 1601077 aw
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thus

2
22, = 0.0001 (1%)

sg = 1.00022% (2%)

Thus a 0.03% error in measuring R and a 1% error in measuring
sample thickness and area translate into a 2.0% error in
resistivity. Similarly, a 0.03% error in R and 0.1% error in
a and t result in a 0.2% error in resistivity. These latter
errors are typical of measurements on well-consolidated
samples which machine esasily. For dielectric permittivity
presented relative to free space, loss tangent, and phase
angle the geometry errors tand to cancel out, leaving oly the
measurement error. Accuracies as high as 0.005% in relative
dielectric permittivity are readily attained. Accuracies as
high as 0.2 milliradians in phase are typical (see Dlhoeft,
1980, 19835).

In microwave measurements, netwark analysis cffers
direct measurement of phase angle with accuracies as high as
0.7 milliradians available on commercial instruments. Error
astimates of dielectric permittivity rasquire similar
derivative error analysis depending upon exactly how the
measurements and mathematics were performed. Typical

dielectric permittivity measurement accuracies are 0.2%.
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ELECTRICAL PROPERTIES SHORT COURSE — Gary R. Olhoeft

Linear Models

In contrast to nonlinear properties (discussed in the
next section), there are a wide variety of models that may be
applied to linear system electrical properties. Linear
models also exist which include a wide variety of
environmental parameters, most of which have not yet been
applied to nonlinear electrical properties. The purposs of a
model is to reduce a large numbar of msasurements to a
manageable number of parameters, aid in the interpretation of
the physical-chemical mechanisms behind the observed
properties, and help in predicting similar properties under
related conditions.

For axample, magnetotelluric depth soundings provide
information about the lower crust and upper mantle. Yet,
current drilling technology cannot reach those depths, so
there are no pristine specimens of materials from those
depths. To aid in the interpretation of the magnetotelluric
data, extensive laboratory measurements are performed on
likely materials under appropriate conditions of temperature,
pressure, water contant, and so forth. The lab data are
synthesized into a petrophysical model (including a variety
of physical properties as functions of various environmental
parameters). The resultant model is then used to generate

fits to the magnetotelluric data through the forward problem
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or is used to constrain parameters in the inverstion of the
fiwld data. The mast likely candidate suite of model
parameters fitting both the petrophysical and field data is
used as a basis for interprestation (Hermance et al., 1972;
Stanley et al., 1977; Beblo st al., 1983; Flovenz et al.,
19853 Schmaling, 1985).

Mathematical models may always be constructed to fit
experimental data. However, purely mathematical models are
rarely useful. To have meaning in a geclagical context, the
models must be develcped with proper considerations of
physical and chemical laws of nature. The models must then
be used in the context that they werse developed to address
and not abused.

Several simple models were introduced earlier for
dielectric systems. It is convenient to he able to use
models that are available in either complex dielectric
permittivity or complex conductivity or complex resistivity.
For multiple mechanisms, several terms cof an equation like

[59] may be added together, such as

n ¢
K* - iK" = K ., {1 + L 2 3 £13461
q=1 1 + tiut)%

wherea

. = Kg_~_Kg+1
q -
Kq+1

Olhoaft (1977) has used such a model to characterize

=155~



permafrost as illustrated in Figure 62.
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a single Cole-Cole relaxation distribution using n = 1 in
{1361 and the loss tangent from (7). The solid line adds two
more distributions to increase n to 3. By fitting this model
while uniaxial confining load is applied to the sample
(Figure 43), a series of mode]l parameters were found which
describe the frequency and pressure dependence of the
electrical properties. For this permafrost material, it was

determined that &,, %5, and PpC variesd strongly with

pressure as

(OHM M)

10t - E L

DC RESISTIVITY

- 4
L

R/

[

p SEB-20C'-1 -0 2°¢C
E’-OA

gt O

10 L L I ot
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Figure &4 -

shown in Figure &4. oo varisd slightly with pressure

from 0.75 at 0 kN/m2 to 0.B& at 142 kN/m2. The remaining
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parameters were independent of pressurs and found to be

x; = 0.90 Ty = 0.553x10" 2 saconds
T, = 0.791x1074

¢3 = 4.4 oy = 1.00 Ty = 0.188x107%
and K, = 10. For further details see Olhoeft (1975,

1977). Similar models have also been developed for
temperture and fraguency depsndence (Qlhoeft et al., 1973,
1974) .,

In the modelling of the electrical propertiss of mineral
deposits, Coliett (1959), Grissemann (1971), van Voorhis
(1973), Zonge and Wynn (1973), Gateau et al. (1974), Pelton
(1977), Wong (1979), Halverson et al. {(1979), and others have
demonstrated that the frequancy dependence of linear induced
polarization is related to mineralization through
water-mineral interfacial electrochemistry. If high current
densities are used, the system goes nonlinear and the
following discussion does not apply (see next section). The
evidence is conclusive that the time constant distribution is
dominantly controlled by grain size distribution in
diffusion-limited systems. The amplitude of the relaxation
is mainly determined by the amount of reactive resdox mineral

presant and available for water contact.
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In such systems, the distributed circuit of Figure 13 is
modified to look like Figure &5 with the squivalent total

material conductivity given as

- o FOO
O + ios+ = O +m
T T DC 1+ (iel\) (1-m)
0
[137]
o
c o1 K () ,
+ iuwe + & [ —————— <
o ¢ 1 + iuwt

whera 9pc = DC conductivity

m = volume chargeability = (the same gquantity as
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defined by Seigel, 1959, and Pelten,
for induced polarization)
F(\) = Faradaic time constant distribution

with

[}
/ FCA) dx = 1,
0

A = Faradaic time constant

1977,

€. = vacuum permittivity = 8.85418782x10°12 F/m

K_= high frequency limiting relative dielectric

®  permittivity
§ = dielectric chargeability

K(x) = dielectric time constant distribution

with

=
f:c(-n de = 1
o

and t = dielectric time constant. The loss tangent and

phase angle are given as

c L
D = coté = —I-
b §

£:1381

The circuit slement Ch—J&A/L_o is called a Warburg

impedance, and it usually behaves as (iwX)™" where n = 0.5

for pure diffusion. Pure diffusion is rarely observed, and

the situation of n = 0.5 is a special case of a more general

diffusion model as discussed by Rangarajan (1949).

Note that when the chargeability, m, fs zaro, squation
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[137] reduces to the dielectric equations based on (571, and
whan hoth m and ¢ are zero, the total conductivity in [1371

reduces to

w+ + igt = opc + iuK.ta L1391

Opc May become very small (*107!7 mha/m) but never equal
to zero, and K. may nevar be less than 1.

If mquation [137] is rewritten as

w+ + igl) = cbcti + m Gin,m,wX)} + 1uK.¢n(1 + & K(x,ut)2{140]

then any distribution function such as the Cole-Cole

distribution may be introduced through (see page S&ff)

, tiwx) "
Bin,mwl) = - C1411
1 + (iad) " (1-m)

Klg,ut) = {1 + (iwe)® 371 £142]

Note the similarities and differences between the two
distributiona. If the conductivity distribution is written
alone in the form of a resistivity (Pelton, 1977) ignoring

the dielectric portion, it appears as

p' —ip" mppp {1 -m (1 -T1+ Gan® 171, 1433

Equation [143] is identical in form with the models of Wait

-161-



(1959) and Halverson et al. (1979).
If squation [143] is rewrittan as

P’ = 1p" =mppell = m (1 - @)D [144]

then other time constant distributions may be inssrted (just

as was done on page 59 for dislectrics) with the forms

@=(1+ (ien)€ 71 [145]
is the Cole-Cole distribution
with c =1 is the Debye/Drude distribution
c= 0,5 is the Warburg distribution
C =0.27 is the Madden-Cantwell distribution.

Q= (1 + iPean)S )t £146]
is the modified Cole-Cole distribution

b + iw\) + b

Q= = 2= L1473
h + iad)~ + (b + iwk)
is the Glarum distribution
tanh (i) <72
= £1481]

(i) ©/4

is the Zonge distribution
and others, such as the Fuoss-Kirkwood distribution, which is

equivalent to the Cole-Cole but with the Fuoss-Kirkwood

distribution parametsr, @ , given as
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c

p = [1491]
2372 Cogtcu/a)

where c is the Cole—Cole distribution parameter in [145].
Another distribution with a different form than the above is

the Drake, given as
P’ = ip” = ppe ¢ 1 + ik )7H, [1501

The key differsnce between the dielectric interfacial
polarizations, such as the Maxwell-Wagner type discussed on
page &8, and the watsr-rock interfacial polarization is the
strong dependence of the latter relaxation time constant upon
particle size and diffusion coefficient, roughly proportional

to

2
time constant ~ -f§- £1511
L

where a is the particle radius and D. is the effective

diffusion coefficient for charged particles (up to a factor
of 2000 siower than the actual diffusion coefficient).
Pelton et al (1978) used formula [143] to fit the
laboratory data of Grissemann (1971) to determine the
dependence of the following parameters on mineralogy,

finding:

pc depends upon pore water conductivity and pore
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structure connectivity relatively independent of
mineralogy and grain size,
m has a slight despendence upon grain size and a strong
dependence upon the volume fraction mineralization,
n maost frequently falls batween O.4\lnd Q.6, with 0.5
the expected value for a diffusion—dominated proceas,
and A is strongly dependent upon BOTH grain size and volume

fraction of mineralization.

Figure &4 summarizes Grissemann’'s data as fitted to [143]
by Pelton.

e

4

CHARGEABWLITY
b4
.

LOG TIME CONSTAMNT

Figure &6 -

The theorstical electrochemical modals of Wong (1979) and
Weng and Strangway (1981) accurately predict the dependence

of chargeability, m, on volume fraction and of time constant,
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A 4 upon grain size, but fail to duplicate the observed
dependence of time constant upon volume fraction. Thq models
also pradict n ~ 0.5. The slight variations in n away from
0.5, the slight dependence of m upon grain size, and the
dependsnce of A\ upon volume fraction may all result from pore
structure effects which were not explicitly conusidered in
Wong's model (see Rangarajan, 1949). Wong and Strangway
(1981) improved the original model based upon spherical
particles to include particles of spheroidal shape, and this
particle shape improved some of the model fits to real data,
but still missed the dependence of M\ upon volume fraction
mineralization.

In equation [151], it was noted that the time constant
was inversely proportional to the effective diffusion

coefficient, D The temperature dependence of the diffusion

cosfficient is (see discussion in Fyfe et al., 1978, p.113¢f)

D_ = D_ & Eg/kT L1523

where Da = diffusion coefficient at infinite temperature,
E_ = activation energy (typically 0.5-1.0 aV),

k = Boltzmann’'s constant,
and T = absclute temperature. This yields a temperature

dependence of the time constant that is (compare to [481)

x ~ otEg/kT [153)
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Thus, the time constant distribution may be shifted by one

order of magnitude by changing the grain size distribution

by a factor of 3.2, or by changing the temperature by 20°c

(assuming Eo = 1.0 V), or by changing the volume fraction

of minerals by a factor of 3.5 (Pelton st al, 1978), or by
changing the concentration of reactants by a factor of 3
(Wong, 1979). A change of mineral volume fraction by a
factor of 10 produces a factor of 20 change in chargeability.
Thus, by working in chargeability-time—-constant space as
proposad by Pelton et al. (1978) in Figure 66, it should be
passible to determine the grain size and volume fraction from
the complex resistivity spectra. This has been further
demonstrated by the models of Wong (1979) and Wong and
Strangway (1981), in which it is demonstrated that the shaps
of the mineralized particles may also be determined.

In some situations, the type of mineralogy may also be
determined in chargsability—-time-constant spacs. Felton et
al. (1978) show several examples; the sulfide-graphite
separation is the most clear cut (as seen in Figure 467). For

most minerals, the regions overlap somewhat.
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The DC conductivity will also vary with valume fraction
mineralization, the concentration of reactants, and the
tcmpcratufc (as well as the porosity and paore connectivity or
tortuosity). Since diffusion is involving the same ions in
the polarization procass that determines the rslaxation time
constant, and also in the conduction process, the activation
energy and the temperature depsndence of the DC conductivity
will be similar to that of the Faradaic time constant and
given by ‘

Spc = 9 o Eg/kT L5351

as discussed on page 43. Note the change in sign of the
activation energy in (5%] and [153] dus to conductivity being
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directly proportional to the diffusion coefficient while the

timw constant is inversely proportional to the diffusion

coefficient (Erdey-8ruz, 1974). The activation energy will

change slightly with the size, charge, and polarizability of

the diffusing ion, with the fastest moving icn (generally a

cation) dominating the electrical properties.

The model just outlined (based upon Wong, 1979) depends

upon the following assumptions:

1)
2)

3

4)

=)

&)

linear behavior following Chm‘'s law, esquation [111],
the conductivity of the mineral particles is very
much higher than that of the surrounding medium,

the space-charge layers inside the semiconducting
mineral particles and at the water-mineral interface
(electrochemical double layer) are negligibhly small
in comparison to the particle size, and thess layers
do not significantly polarize nor participate in
surface conduction

the concentrations of ions involved in the induced
polarization process at the water—-mineral interface
are small perturbations on a larger background
concentration,

cations are the only active charge carriers, anions
are inactive,

all diffusion comfficients, mobilities, charge
valences, and concentrations for individual iocnic

species are equal,
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7} no adsorption or ion sxchange occurs at the mineral-
water interface,

8) the volume fraction of mineral particles is small
s0 there is rno mutual interaction or cooperative
phenomena betwesen particles,

?) no corrosion or metallic dissolution processes are
occurring, and

10) the particles may be statistically treatad as if

they ware all spheroids.

If the first assumption is violated, the system goes
nonlinear with many oxidation-reduction reactions {(redox)
occurring. In that situation, the system is usually not
diffusion limited (assumption 4) and the kinetics of the
reactions may determine the time constant distribution
instead of the grain size and diffusion coefficients. If the
conductivity of the mineral particles is not very high
(assumption 2), then space charge layers may polarize inside
the particles and assumption 3 concerning the size of the
double layer relative to the particle size may also be
violated. This is common in colloidal particles such as
clays, zeolites, and paramagnetic oxides (colloidal pyrite is
common in coal). Coaoincidently, the grain size may still
control the time constant distribution (see Trukhan's model
below). There will also be a very large change in the
chargeability, m, accampanying-this b.haviof.

Experimentally (Olhoeft, 1979; Klein, 1980), cations
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dominate over anions so assumption 5 appears to bes valid.
Usually cations have diffusion coefficients that are a factor
of 10 to 40 times faster than anions, but this does not
appear to alter the model results, so assumption 6 is
probably valid. The cation sxchange capacity of clays and
zwolites may create a significant polarization (Olhoeft,
1979), so assumption 7 is invalid in such systems. Massive
and veined sulfides sxist, so assumption 8 will be invalid in
those cases. Corrosion processes are rampant in most mineral
systems (that is how many deposits are formed), so assumption
9 may be invalid. Assumption 10 is realistic only for random
particles of arbitrary shape and orisntation. It will be
violated in dentritic heamatite, minerals filling cracks with
preferrad stress orientations, and related situations.

Despite the potential problems, the model works very well
in assisting in the interpretation of surface—acquired IP
surveys of disseminated sulfide ore deposits. It has very
limited applicability to the interpretation of massive
sulfide surveys, borshole logging, and related situations
where one or more assumptions are invalid. It may also fail
in disseminated sulfide aystems where pore structures are
more important than mineral-grain distribution (a la
Rdngarajan, 19469) or where mineral-water interaction is not
diffusion limited (very high current densitities or very low
reactant concentrationa). The largest problem to this model
is presentcd by clay and zeolite systems which violate

several assumptions.
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At any abrupt material boundary, there exists an
mlectrical potential which decrsases with distance away‘+rom
the boundary due to the accumulation of charge in the snergy
barriers at the boundary. The local electric potential in

such a situation is given by

2’2 + 1 + (@272 - 1) & %X

e¥/2 = L1541

zZ2/4 + 1 - 2/4 - 1) ._ﬂx

- (m
where v = Za%/kT

zZ = Z-iolkT

with k = Boltzmann’'s constant
T = absolute temsperature
e = glectron charge
Z = valence of ion
¢ = local electric potential as a function of x,

’a = gurface potential at interfacwe

x = the reciprocal of the thickness of the slectro-

chemical double layer, given as

1 «kT 1/2
— m {——— -2—) C1551]
K 8rne“2Z

with ¢ = K'e, = dielectric permittivity of the madium

n = concentration of ions = solution molarity'times
Avogadro’s numbar.

For small surface potentials, ’n' the solution to L[1%4] is

L ER = e KX : £156]
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The surface potential is obtained from the solution to

z n
sinh(—=) = g{=———=-—)1/2 C1571]
2 2nekT

where o is the surface charge density {(not the electrical
conductivity), and for typical values of 0.001m NaCl aqueous

solution against a flat surface with a constant charge
density of 11.7 pC/cmz. the thickness of the double layer

is about 10"8m with a surface potential of 0.025 V (see
detailed discussion in van Olphen, 1977). The thickness of
the double layer varies inversely with the square-root
concentration aof the aquecus solution, and for normal
groundwaters is about the same size as many clay particles.
Other colloidal materials such as arganic compounds and
paramagnetic oxides may be an order of magnitude smaller than
the thickness of the double layer.

When the thickness of the double layer approaches the
particle size, the electrical properties are strongly
dominated by the interaction of the double lavers. Verwey
and Overbesk (1948) discuss these interactions in detail, and
two situations are observed. It is possible to have either a
surface of constant charge or a surface of constant
potential. In the surface of constant charge (as in
montmorillonite and other materials with constant cation
exchange capacity), the surface potential increases with

increasing interaction between particles. For a surface of
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constant potential (as in amorphous clays and many oxides
where cation -xchahgn capacity increases with increasing
solution concentration), the surface charge decreases with
increasing interaction.

Systems containing clays are very complicated due to
multiple reaction and interaction paths. Generally, the
presence of colloidal clay particles causes catalytic
oxidation of many compunds (particularly iron and manganesea),
affectively raising the Eh (oxidation poctential) of the
system. However, organic compounds generally are responsible
for a drop in Eh towards reducing chemistries. Organic
materials also interact with the clays directly or through
catalytic reactions on the clay surfaces: oxidation—-raduction
reactions, polymerization-depolymerization reactions, and
transformation, synthesis, and decomposition reactions (for
detailed discussions, see van Olphen, 1977; Yariv and Cross,
19793 Theng, 1979). Most of the reactions are
electrochemical in nature resulting in alterations of the
electrical properties of the system (Eltanawy and Arnold,
1973; Fripiat and Cruz-Cumplido, 19743 Johns, 1979; Trasatti,
1980; Elenkova and Kostadinova, 1981; Ovcharenko, 1982;
Appleby, 1983; Birkett et al., 1983).

Figure 48 illustrates some of the proposed interactions

between clay particles and elecrical fields.
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Figure &8

The topmost diagram is a clay particle surrounded by an
electrochemical double layer in the absence of any external
llnctricai fields. The next diagram is the same particle
with an externally applied field as shown: note the
redistribution of charges within the double layer and the
resultant pcoclarizaton of the whole particle. The next
diagram shows how such redistribution of charge also results
in the distortion of the shape of the double laywr around the
particle. The next pair of figures illustrates the
polarization of the space charge layer inside the
non—-conducting clay particle depending upon the thickness of
the internal space charge layer compared to the physical
particle size (on the right, the particle is much bigger than

the internal space charge laynr thickness).
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Further, most clay particles are plate-like and not
spherical as shown, thus adding a shape factor to the
polarization, and the high surface conductivity of clay
particles increases the mobility of ions in the double layer.

All of these effects cause an increase in the polarizability
of the clay—-water system. Figure 67 shows (on the left) a
series of particles with double layers thin compared to the
physical particle size wherein each particle is indepsndent
of the rest (particularly if they are dispersed throughout
another medium). On the right, in a system iuch as clays
with double layers thick compared to the particle size, the
double layers overlap and particle polarizations interact

with sach other.

Figure 49 -

The result of these polarization snhancements is that
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clay particles made from insulating silicate compounds with
' rnlltiv- dielectric permmitivities about &, combined with
water (K° around 80), can result in a mixture with a
dielectric permittivity thousands of times greater than
either componant alone.

Several theories have bsen proposed to explain this (see
reviews in Dukhin, 1971; Pethig, 19793 Chew and Sen, 1982);
one af the best is that by Trukhan (1962). This is similar
to the Maxwell-Wagner theory discussed on pages &8 and
follawing, except the thickness and polarization of the space
charge layer are explicitly taken into account. Trukhan

obtains the permittivity of the mixture as

K2-K1+ﬁ
2K1+|<2-2ﬂ

Ky = Ky ¢ 1 + 3v ) ‘ L1581

where
2 2 -
k< {3 + (yva)“) tanh{ya) Ivya
B = -3 5 £1591
y< {2 + (ya)*) tanh(ya) — 2va
and
v = x2 + jwD;! [1603

where x is from [155] and D, is the charge carrier

diffusion cosfficient. The time constant associated with this
interfacial polarization is given by {and plotted in Figure

28)

{(2K1+ Kz)tu}{(xa)ztanh(ua/2)+b£2tanh(:a/2)—xal}
(201+ cz)C(Ka)ztanh(xalz)—4E(KI/KZ)—1]E2tanh(ua/Z)-an}
L1611
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Subscript: 1 and 2 refer to the medium and particle
respectively as on page &8. Further discussion will appwar
in the section on nonlinear electrical properties.

In contrast to the models of linear electrical properties
just discussed which rely upon long series of assumptions,
consider the total electrical conductivity equation [1371 in
matrix form as (Qlhoaft, 1979, 1983)

8 = opc(C+YE) + ¢ DMK
T = opcHE + € RIG+XK)

[1462]

where § is the matrix containing the real part of the
total conductivity, cf, and T contains the imaginary part,
c{. such that

8y = optwy)

Ty = optey?

1

137 7 (g )4

Wij = wiTyXi5

Yig = 03Ty

Dyy = wy Dyy = 0, i<>5

€y =1

Fy= - F (¥} vy = A (1-m
1-m

and KJ = gK(tj).

By letting the highest frequency measured data point
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determine c.and the lowsst measured frequency determine Tpee

saolve for K

K=t wipx - Yo Traha - ¢ 00 - YRS - apel))
than L1631

E = opiw (I - ¢ DC - « DXK) = opdY™1(g - opck - < DMK

with
4 =LK C164]
and
)
m = _____§___ [1651]
1+ELE

This model assumes the material cbeys the Hilbert linearity
(#.g., the real and imaginary parts of the transfer function
are related to each other by the Hilbert transform; sse next
section) and that only relaxation processes are involved

(@.gQ. NO resonances). In most materials, a prior assumption

that K is zero and solving for E is indistinguishable from
assuming E is zero and selving for K. In other words, the

distincton between Faradaic conduction and dielectric
relaxation terms cannot be ascertained from linear electrical
data alone {(as first discussaed by Fuller and Ward, 1970). In

these cases, the solutions are

K =0, then E = (Y - opoeiD 'w~teopls - «Zlo7i 1863
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E = 0, then K = (¢ _apiDi - X ~tcopls - 707D [1673

Some materials have a better fit to their electrical

properties spectra with only K or E and others are better
fit with both K and E. In these latter cases, the

saparation of the Faradaic and dielectric process is distinct
with no assumed form for the time constant distribution
functions. Further, the solutions in matrix form quickly fit
the data including linear regression analysis to give
goodnass of fit parameters. The output of this model yields

the parameters op~, m, and F()\) for conductivity
relaxations, and ¢_, §, and K(t) for dielectric relaxations.

Deviation between the data and the model fit, indicates the
data {(or the measurement instrument} violates the Hilbert
transform and thus indicates a measurs of the material
nonlinearity.

To illustrate the use of these models, the data presented
in Figures 3i{ and fallowing will be fit starting with sample
Wyb—106. 1In Figure 70, on the left, the solid line is the
data, and the light dashed line is a simple modal assuming
only a DC :anductivity and a high frequency dielectric
permittivity:

o1 + iog} = opc + 1wk ¢

(=]

with Tpe = 1712.1 mho/m and Kg = 6430. This simplest model
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only fits the complex resistivity spectrum at the very lowest
and highest frequencies, and it only fits the phase at the
very highest fregqueancies.
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Figure 70 -

The next model includes one Faradaic relaxation process

(dot—-dash line)
c+ + ic% - UDC{ 1+ mlﬁtni,ml,mkl)} + iquta

where B(nl,ml,ukl) is the Cole-Cole distribution
function from [1411 with n, = 1, my = 0.13, and Ll = 50,

This improves the fit to the restivity and phase at low

frequencies.
Proceeding as above, the model is extended (dotted line)

to include a second Cole—-Cole distribution with
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np, = 0.8%, my = 0.08%, and kz = 0.4, Continuing along

the same lines, a third relaxation is added (heavy dashed

line) with nx = 1, mx = 0,035, and Mg = 0.03. The model

is beginning to fit the data pretty well (as seen in the
right half of Figure 70).

However, there are 546 data points {(resistivity and phase
at 28 frequencies) and the model now has 11 parameters. To
be a really acceptable fit to the data, the model still
requiraes a dielectric relaxation near 100 kHz, which would
bring the model parameters to at least 14. Instead, consider
the model outlined in squations [142] to £147]. Assuming

wither K or FE is zero, the model results in

opc = 1/12.8
K, = 6430
m = 0.99634 (with K = 0)

and an array F with 28 parametars describing the time
constant distribution. 0Only 8 of the elements of the array

E will be significantly greater than zera. Thus, the model

could be reduced to 11 parameters with no a priori

assumptions made ahout the shape of the time constant

distribution.
Figure 71 illustrates the model fit with both

K and £ set to zerco. In these next figures, acraoss the top

are given the ope? sample name, and Kn. In the top left of
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sach subset figurs for resistivity, phase, relative
dielectric permittivity, and loss tangent are shown the mean

error in fitting the data. The lower left is the K and E

time constant distributions in frequency space (to match the
upper figures), and the lower right is the total harmonic
distortion measure of sample electrical nonlinearity (see

next section).
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Figure 72 illustrates the model fit assuming E = 0 {(the
figures are identical and indistinguishable from K = 0).

The naxt figure illustrates the fit for equation [163] with
both K and £ nonzero. Nots that by using both K and E,

the fit to the resistivity is better than either alone, but
that the fits to the permittivity, loss tangent, and phase
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aAre WOrse.

Also note that the fits in any case for sample

Wy&—106 are worse than for samples Tig.rfBovt 2-22 {(Figure

74).
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for Wyb—-106 is caused by the electrical nonlinearity in the

sample and is a measure of the nonlinearity through violation

of the Hilbert transform in addition to the measure of

nanlinearity in the THD.

The residuals in the fit for

Tiger—-Govt 2-22 are approximately the errors associated with

the measurement process.

One advantage this model has over the Cole-Cola

distribution model is that (142] to [167] are performing

linear ragression while a fit to {136] requires nonlinear

This use of

regression such as with the Marquardt algorithm.

linear regression simplifies programming and reduces
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computation time while also giving goodness of fit
parameters.

Figures 75 and 76 illu-trati further axamples of attampts
to fit models against samples axhibiting nonlinear electrical
properties with both high THD and violation of the Hilbert
transform. Note the large and nearly constant offset in the
resistivity of DM-D72 (coal and shale) varsus the humic
matter. Note also that in none of these examples has the THD
heen predictable or fit by the linear models. To fit THD

requires the use of nonlinear models as discussed in the next

section.
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Figures 77 and 78 illustrate the fit of the model to two
typical clays. Note the kinks in the dielectric permittivity

curves as well as the violation of the Hilbert transform.
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Note also that the THD declines with increasing frequency and

near 10 kHz would indicate amplitude linmarity in the sample,

except for the very high Hilbert violation that still

remains.
L1 Hectorite K=(Q 18545
" 4.0%
= Evz
= HA
E s
- -
c a e
(e A9 e pae BO o D 4
. =]
! E——\_\-.. 2.,
| o
[ 0.3 mA < a4x%
o -
L] =
L] 3
£ -
% 2 2
Q 3
9 @ 0
]
-
Y N e
1.8

Parcent
THO

[ S S S
-3 =1t 3 §

L0G Frequancy (Hz)

Figure 77 -

7

o
o

-t 1

3 5 7

LOG Frequency (Hz)

-18%-

1.4 API-28 Mcntmoritionita K={ 170853
: 20.3% Ut i K1
z [ZF]
H 5 [
5 Stop
] @
& 0000 sen st S0t aag 5 B
e '
[~] el Qg
g 3
V\\h 4
c.0 L L h .
al 3.4 mR 4 22.0%
°
H 3+
£
<

LOG

LOG Loss Tangeat
[
T

;;;;;

2.1
- -
<
a
Q.2 St
o
x a
o [ |

~

-3 -1 1 3 s
LOG Frequency (Hz)

Figure 78 -

1
w

=1 1 3 5
LOG Frequancy (Hz)




ELECTRICAL PROPERTIES SHORT COURSE — Gary R. Olhoeft

Linearity

The follewing development iws abstracted from Olhoeft
(1979). In the frequency domain, the electrical propesrties
describing a system response relate the input (or stimulus or
sxcitation) to the cutput (or response) of the system by a
multiplicative factor, the transfer function of the system.
1f the input to the system is an electrical field and the
output is current density, then the transfer function is the
complex electrical conductivity. If the input is current
density and the output is electrical field, then the transfer
function is the complex electrical resistivity.

The squation relating the input and output of a system is
called the system equation. If all the derivatives of the
input and output in the system equation are raised to the
first power only and there are no products of derivatives,
then the system is said to be linear. Mathematical
properties of linear systems include additivity and
homogeneity (together called superposition) which are
discussed in detail by Cooper and McGillem (19467). These
mathematical properties of linearity result in two measurable
properties of linear systems:

(1) the transfer function of a linear system is independent
of the amplitude of the input to the system,

and (2) the cutput of a linear system contains no new
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harmonic content that did not appear in the input to the
systam. In the latter case, if the input to the linnir
system is a pure sine wave, then the output contains no
harmonics.

In addition to linearity, systams are described as being
causal or acausal and by being integrably transformable or
not. Causal systems have cutputs which are indepsndent of
future values of input. All physically realizable systems
are causal (they cannot predict the future). A system which
is linear may be integrably transformable. The integral
transforms of the input, output, or system transfer function
do not exist unless the integrals are convergent (Sneddon,
1972), Most physically realizable waveforms are convergant
in this sense, and it is always possible to choose the input
ta the system such that the input and the ocutput are both
convargent.

The integral transform of a linear causal function has a
time function that is completely specifisd by EITHER the real
or imaginary part of the transform (see derivation in Landau
and Lifshitz, 1960). Thus, the real and imaginary parts and
the amplitude and phase spectra of the transfer function are
related to each other. The relation between the real and
imaginary parts is called the Kramers-Kronig relation, which
is a type of Hilbert transform. If the real and imaginary
parts of the transfer function do not obey the Hilbert
transform and the input was chosen to give a convergent input

and output, then the system is either acausal or nonlinear.
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As all physically realizable systems must be causal, such a
system must be nonlinear.

As a consequence, there ares two additional mesasures of
nonlinearity:

{3) the transfer function of a system in the frequency domain
is the Laplace transform of the impulss response of the
system in the time domain (see Cooper and McGillem, 19&7),
and (4) the real and imaginary parts of the complex transfer
function are a Hilbert transform pair.

Thus, there are four methods of measuring nonlinearity in
an electrical system:

1) Measure the transfer function at two or more
different values of input signal amplitude. A measure of
non—linearity is the derivativae of the transfer functinn with
respect to amplitude of input.

2) Measure the harmonic content of the input and of the
output of the system. The root-mean-square difference
between the harmonics in input and output is the total
harmonic distortion (THD)} and is a measure of nonlinearity.

3) Measure the transfer function using a sine wave and a
triangular wave input. The difference betwsen the two
resultant transfer functions is a measure of nonlinearity.
(This approximates the measurement of impul se response and
test of the transform to transfer function. In a linear
system, the transfer function should be independent aof the
form of input.)

4) Measure the frequency dependence of the complex
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transfer function. Use the Hilbert transform to compare the
real and imaginary parts to sach other. Differences are a
measure of nonlinearity.

Thers appears to be a degree of indepeandence between the
first three measures of linearity and the last. The physical
significance is not yet known, but there sxist materials
which violate all four linearity criteria, materials which
enly violate the first three, and materials which only
violate the last.

Examples of nonlinear electrical properties are numerous
in corrosion, solid state physics and electrochemistry
{(Parmentier, 1970; Hladik, 1972; Pourbaix, 1973; Kuta and
YeagQer, 19723 Parry-Jones, 197%; Davreese and VanDoren, 19763
MacDonald, 19773 Shetzen, 1980). The best electrochemical
description of nonlinear impedance is found in
Sluyteras—-Rehbach and Sluyters (1970, 1984). In minerals, the
oxidation-raduction reaction viclates Ohm's Law in
transferring charge across a water-mineral interface (Klein
and Shuey, 19783 Olhoeft, 19793 Olhoeft and Scott, 1980;
Klein, 1980), Nonlinear behavior also appesars in cation
exchange processes (Olhoeft, 1979, 1985; Rubinstein and
Shtilman, 1979). The esarlist description of nonlinear
impedance effects in rocks occurs in Collett (1959) followed
by Shaub (1945). The Soviets have been exploiting nonlinear
electrochemistry to measure the chemistry of ore deposits via
borshole measurements (Ryss, 1973; Shaub and Ivanov, 1971).

Extensive laboratory work (Alvarez, 1973; Katsube et al,
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1973; St. Amant, 19743 Hall, 19753 Fink, 1976, Klein and
Shuey, 1979; Olhoeft, 1979; Anderson, 1981; ) is now being
applied to modification of existing logging tools (Mitchell
and Russell, 19803 Olhosft and Scott, 19803 Danisls et al.,
19833 Olhoeft, 1984) and development of new tools {(Klein,
1980). The most recent review is Olhoeft (1985).

Kiain (1980) has demonstrated a logging technique based
upcn nonlinear electrochemistry which can directly log a
copper assay accurate to within 1 percentage point at the 5%
copper level. Olhoeft and Scott {(1980) have modified the
surface electronics of a conventional platinum Wenner-array
logging probe to directly distinguish between
oxidation—-reduction and ion—exchange lithologies (e.g.,
locate sulfides and oxides versus clays), and the tool has
more recently been used to monitor clay—-organic reactions at
toxic waste sites and in petroleum wells (Olhoeft, 1984,
1985).

For direct laboratory electrochemical studies of sulfide
ores, see the above references and Warren (1978), Biegler at
al. (1975), Bwigler (1974), Rand (1977), Bieglar and Swift
(1976, 1979), Biegler (1977), Bieqler et al. (1977), Koch
(1975), Richardson and Maust (1977), Vaughn and Craig (1978),
Fink (1979), Hamilton and Woodas (1981), and Klein et
al.(1984). Most sulfides have been well studied, but most
oxides have been little studied (Allen and Hampson 197%9;
Evans, 1980; Morrison, 1980; Dignam, 1981; Trasatti, 1981:
Randin, 1981; Olhoeft, 1982; Dare-Edwards et al., 1983;
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Furstenau, 1984).

In clays, there are more electrokinetic and dielectric
studies (Marshall, 1959; Lorenz, 1969; Weiler and Chaussidon,
1948; Arulanandan and Mitchell, 1948; Waxman and Smits, 17&8;
Smits, 1948; Almon, 19793 Patchett, 1975) than nonlinear
studies (Rubenstein and Shtilman, 19793 Lockhart, 1980;
Qlhoeft and Scott, 1980). Fewer nonlinear investigations
have besn performed on zaolites. Insulators are rarely
discussed in the electrochemical literaturs (Boguslavsky,
1980). Nearly as little investigated are the organic
eleactrochemical processes (Zuman, 19693 Allen, 19583 Rudd and
Conway, 1983).

The water-metal interface oxidation-reduction systems
have besn extensively studied. Following the derivation of
Sluyters—Rehbach and Rehbach (1970, 1984) (see also De Bruin
and Franklin, 1981), the most simple equivalent circuit for
an electrode impedanca is the Randle’'s circuit shown in
Figure 79,

where cdl = double layer capacitance
R = phmic resistance drop in solution
Rt = transfer resistance

and -W- = Warburg impedance.
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Figure 79 -

Together, the transfer resistance and Warburg impedance

N
’ comprise the Faradaic impedance. This Faradaic impedance
does not obey Dhm's Law, but follows the Butler-Volmer
absolute rate equation
[ = cl.mf(V) - cz.ﬂf(V) . [1681
whare I = faradaic current
V = applied voltage
£{V) is a linear function of V involving tha number of
electrons involved in the charge transfer process
and the potential across the interface regquirsd
to initiate the reaction (e.g., the formal
standard potential of reaction)
Cl and Cz are constants involving the reaction rates and

P .
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concentrations of reactants at tha electrode

surface
x = anodic transfer coefficient
8 = cathodic transfer coefficisnt

and &« + f = |,

The impedance of this Randle’'s circuit is

e

Zo = R + £1491]
R o
1 + iﬂcdl Z‘F
where
1 1 1 1
Z, =T { + (1 + i) (=== o %t 4 ")
f Kd (20) 172 (D) 172 (Do) 172
ah 0 R
£1701

with DD = gxidation diffusion coefficient

DR = reduction diffusion cosfficient

k:h = apparent standard hetercgenous rate constant

nF
Pb=- E; (E-Eo) C1711

where n = number of electrons involved in charge transfer
F = Faraday's constant

R = gas constant
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T = absolute temperature
E = applied DC potential

EQ = formal standard potential of reaction

r RT _ 1
n2F2 mﬂnnui + BC0-°5‘

£1721

where CR = concantrations of reduction components at
electrode surface dus to DC potential
ED = concentrations of oxidation components at

elactrode surface dum to DC potential.

In order to arrive at this impedance, it was assumed that
a small AC potential was superimposed upon a large DC
potential. The DC potential put the snergy into the system
required to initiate the reactions while tha small AC
potential provided a small perturbation to allow measurement
of the reaction process. Note that this Randle’s circuit
represents a single electrode process at a single
water-mineral intarface. In a typical porous rock with a
complicated mineralogy, there would be a distribution of
these Randles’' circuits attached to the DC conduction path
through the pores and the dielectric properties of the rock
as discussed sarlier. Further, the pore structure will
modify the behavior of the interfacial electrochemistry

(Grens and Tabias, 1944; De Levie, 19673 Rangarajan, 1949,
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19713 Chizmadzhev and Chirkob, 1983; Hampson and McNeil,
1983). .

The reactions can become much more complicated, including
coupled reactions, multistep charge transfer, relaxation in
the double layer, absorption, and ion exchange.
Sluyters—-Rehbach and Sluyters (1970, 1984) discuss several of
these and refersnce more detailed discussions in the
literature. Mesasuresments exploiting this AC superimposad on
DC technique are discussed in detail in the electrochemical
literature and in Klein (1980).

While this technique is best suited for studying
oxidation—-reduction reactions, it is not optimal for studying
ion exchange processes. In the radox iystcm, as long as
there is a DC current flow across a water-minearl interface,
there will be oxidation or reduction reactions occurring
{until the mineral or the water is totally used up). Over
long periods of time, the mineral chemistry wilil change and
new reactions will occur in place of the old reactions. In
an ion axchange procass, however, it is possible to totally
saturate the surface of the mineral with ions. Once all the
ions have been exchanged, the reaction stops. If sufficient
current remains applied, redox reactions may begin altering
the surface of the sxchange mineral or pull cations out of
the structure of the mineral, altering the mineralogy.

In order to study both redox and ionex systems, Olhoeft
(1979} applied large AC currents to samples. The AC currents

generate potentials across water-rock interfaces and excite
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chemical reactions. Only cation schange reactions were fodnd
to be significantly nonlinear with anion exchange being
relatively linear. In comparing the redox systems to the

cation exchange systems,

1) at very low current densities (<10'6 A/:m2¥, nearly
all redox systems bescome linear (as predicted by the

Butler-Volmer equation) while many cation exchange

montmorillonites remain nonlinsar down to 10'9 A/cmz,

2) at very high current densities, redox systems tend to
create sufficient potential te cause water to bresakdown inte
hydrogen and oxygen gases while nearly all cation exchange
systems saturate and become linear,

J) redox systems are generally symmetrical in their
current-voltage Lissajous patterns while cation exchange
systems are very asymmetrical,

4) in the nonlinear regime, as the current density is
slightly‘chanqed, redox systems tend to change both the
amplitude and spectral shape of their transfer function while
cation exchange systems change amplitude but retain spectral
shape,

SY in most minerals the redox system is roughly balanced
with ™8 (meaning roughly reversible reactions of equal
magnitude) giving rise to high THD with much 2f (ist
harmonic) but little 3If (2nd harmonic) while many cation
exchange systems have little 2f and much 3f,

4) many redox systems with high THD nonlinearity violate

the Hilbert transform while others cbey it, most cation
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exchange systems have low THD and violate the Hilbert
transform {(sometimes producing positive phase angles, #.9.,

negative IP responses).

Theory, labaratory experiments, and field experisnce all
accurately reflect the state of the art in redox systems
based upon the broad background of electrochemistry
expeurience (Klein, 1980). However, much more work in all
thres areas is required before an adequate understanding of
nonlinear cation exchange phencmena can be fully exploited.
In redox systems, there are tables of standard slsctrode
patentials (Pourbaix, 1974; Milazzi and Caroli, 1978;
Ahtelman, 1982) describing at what stimulus level
nonlinearities will occcur, but there are no tabulations nor
large amounts of data available for the kinetics of such
systems (Sarangapani and Yeager, 1984). Neither electrode
potential tabulations nor kinetics information ars available
for most ion exchange systems, and similar situations exist
in organic slectrochemistry (Zuman, 194%9; Birkett et al.,
19683; Baizer and Lund, 1983; Rudd and Conway, 1983; Hawley,
1984; Wmast and Astle, 1985) and mixed systems such as
clay-organic electrochemistry (Solomon, 19483 Theng, 1974,
19823 Olhoeft, 1984, 1985).

The most common observation of nonlinearity in mineral
alectrical propeties is that the complex resistivity changes
value with the amplitude of the current density as shown in

Figures 80 and 81 (Olhoeft, 1979).
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Note how the chalcopyrite in the redox system changes both
amplitude and shape of the resistivity spectra with changing
current dﬁnsity whereas the clay changes amplitude but
retains spectral shape.

In Figures 82 and 83, electric fiweld is plotted versus
current density in the classic electrochemical cyclic
voltammogram type of plot. Note that the chromite redox
system is symmetrical whereas the cation exchange resin is
highly assymetrical (the numbers on the plot arme lag
fraquency). Note also that both systems exhibit linear

sllipses as the frequency increases to 100 Hz.
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In Figurs 84, some of the elactrochemical processes are
outlined. The overall water—-mineral system may behave like
a batt-r? (2.Q., as a source of electrical energy) driving an
external load, or it may bshave like a load being driven by
an sxtarnal source. In either case, at the water—-mineral
interface, the mineral will either bshave as an anode {taking
electrons from solution) or a cathode (putting eslectrons into
solution) depending upon the direction of current flaw. At
the interface, current flow from the solution to the mineral
anode will generate oxidation reactions, dissolve the mineral

surface, svolve oxygen gas, and the generate acids.

-199-



LOAD

.._.q._. I
o el

BATTERY

ANODE___ THOOE
.
wt )
OXIDATION REDUCTION
DISSOLUTION OEPOSITION
0z *acIOS Hyy +BASER
ADSORPTION -DESORPTION
DPUSION
conNvicTION

MARATION

Figure 84 -

For the opposite direction of current flow, the mineral
cathode surface will generate reduction reactions, deposit
cations oﬁtn the mineral surface (plating}, evolve hydrogen
gas, and gensrate basic compounds. Which or all of these
processes occur is determined by a variety of factors, but
they all occur with a similar sequence of svents. This
sequence begins in the bulk solution with chemical species
that must be transferred from the bulk solution to the
immediate viciﬁity of the electrical double layer at the
interface. This mass transfer may occur by chemical
diffusion, thermal convection, or slectrochemical migration.
On nearing the interfacial region, various intermediate
reactions may occur, such as attachment or detachment o¥f

protons or hydroxyls. Adsorption-desorption {(ion sxchange)
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and catalytic phenomena may then occur at the interface, and
finally, an slectron transfer will occur across or along the
interface. The reverss ssquence occurs to remove the
reactant products from the interfacial region.

The external factors controlling these events include
temperture, pressure, and time {including rate—-of-—-exchange).
Electrical variables are the potential across the interface,
current density, and quantity of electrical charge. Solution
variables include the bulk concentrations of the
electroactive species, concentrations of other specias
(including pH and Eh), and type of solvent. Electrode
(mineral surface) variables include the material of the
surface, surface area, surface roughness and condition,
gaometry (such as edge versus face in clays), and surface
concentrations of chamical species.

Most of the details of these processes are understood
fairly well for metallic surfaces (see Bockris and Reddy,
1970; Bard and Faulkner, 1980), corrosion processes (Mansfeld
and Bertocci, 1981}, and are beginning to be understood for
semiconductors and metallic oxides (Trasatti, 1980; Morrison,
1980), but are very little understood for nonconducting
materials such as clays (Bockris and Khan, 1979; van Qlphen,
19773 Yariv and Cross, 19793 Theng, 19793 Bruggenwort and
Kamphorst, 1979; Boguslavsky, 1980, Hunter, 1980).
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ELECTRICAL PROPERTIES SHORT COURSE -~ Sary R. Olhoeft

Composite Media and Mixing Formulas

Mixing formulas are methods of predicting the composite
properties of a mixture of several materials from the known
properties of the component materials given the ratio in
which they are to be mixed. In many cases, mixtures have
composite properties that are simply the mean of the
propertiss of the componants (Nielson, 1978). In other
cases, the mixture exhibits new properties that were not
present in any individual component. Mixing formulas are
raviewed for dielectrics by Polder and van Santen (1944),
Taylor (1945), van Besek (1947), De Loor (1948), Geiger and
Williams (1972), Bottcher (1973), Tinga et al. (1973}, Cihlar
and Ulaby (1974), Hipp (1974), Wobschall (1977), Bergman
(1978, 1980), Gubernatis (1978), Milton (1980, 1984), Wang
(1980), Sheng (1982}, Shutko and Reutov (1982), Bannetto et
al. (1983), Dobson et al. (1985), and Hallikainen et al.
(198%); for conductors by Cremers et al,. (1964), Zuca and
Ionescu—-Vasu (1947), Kay (1973), Landauer (1978), Madden
(1974), Shankland and Waff (1974), Rhoades et al. (197&),
Hermance (1979, Islam et al. (1979), Anderson (1981), Milton
and McPhedran (1982), and Bussian {(1983); and for mixed
dielectrics and conductors by Dukhin (1971), Dukhin and
Shilov {1972), Hasted (1973), Bergman (1978, 1980), Pethig

(1979), and Cummings et al.(1984). There are few discussions
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of mixing in the electrochemistry literature (Kay, 1973;
Andersan, 1981; Beaunier et al., 1981; Allison, 1982). Also
af relevance are reviews of fluid flow through porous media
(IAHR, 19723 Scheidegger, 19743 Collins, 1976).

Landauer (1978) and Dukhin (1971) review the history of
mixing formulas. The earliest mathematical derivation of a
mixing formula is credited to Mossotti in 1844, and has been
subsaquently re—~derived many times by Clausius, Lorenz,
Lorentz, and Maxwall. This formula is usually called the

Clausius—Mossotti approximationt:

K. - K Ko = K
— ) . 21 L1731

Kp + 2K Ko + 2K1

whare Km is the dielectric permittivity of a compaosite

medium made from a volume fraction, v, of material with

Kz in a material of Kl' Note that solving this formula
for K, yields the same formula as given in (761 for Ko

in the Maxwell-Wagner model. This formula assumes
non—-interacting particles dispersed through a second material
in a way that sffactively acts as though there were a single
particle of appropriate volume fraction in the material.
Hence, these and related theories are all called effesctive
medium approximations. They only work for very small volume
fractions, typically v < 0.2.

Bruggeman extended the theory to account for discrete
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valume particles in a finite medium, giving a formula
accurate to much larger volume fractions: (see reviews in

Dukhin, 1971; Sen et al., 1981)

K - K K
-0 2- (-1 1/3 0y - [174]
Ky = Ko Km

The next development resulted from multipole expansion
using statistical theory to add mutual interaction between
particles by Gunter and Heinrich (1945) as discussed in
Dukhin (1971), Baottcher (1973), and Wong and Strangway
(1981).

The Bruggeman formula [174] has recently been rederived
using self-consistent cocherent potential and self-similar
(scale invariant) approximations by Sen et al (1981) showing
that limiting cases are similar to the familiar Archie’'s law
(see balow). Further, their derivation replacing the
exponent 1/3 with a variable allows for a link to fractal
representations of rock porosity models (Deutscher et al.,
1983). Sen (1981) later extended the model to include high
aspect ratio particles within rocks. Due to the
computational complications of using the Bruggeman formula,
Wong and Strangway (1981) introduced the discrete equivalant
of it in the form of a recursive formula, easily programmed

on a computer:

N=1 4 _ (n = 2f) av
o =g 0 [1751
1 - (n + ) av

~204-



where o = complex :onductivity of the mixture

N = v/av

§ = _Eﬂ._:_ED.._

up + 2¢n
Av
1 + 2§ —————=—e—e
Tn+l o 1 - nav
[ Ay
n 1 - §f ———————
1 - nav

and ) is the complex conductivity of the particles in a

medium with complex conductivity og. All of these

formulas may be used for either dielectric permittivity or
electrical conductivity.

The explicit consideration of both conductivity and
permittivity was first considered whsn Wagner added
conductivity to Maxwell’'s formula to result in {74] to [791.
Similarly, Hanai extended the Bruggeman formula [1741.
However, all of these formulations and those of Sen (1981)
and Wong and Strangway (1781) assume the interfacial space
charge layer to he infinitely thin. Trukhan (1962) was the
first to consider a finite thickness and peolarization in the
double Iaynr,'and Trukhan's formula {(equation [(158] reduces
to the Maxwell formula for xa>>l (e.g., thin space charge
layers relative to particle size).

Further development of the mixing formulas added the
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effects of surface conduction around the particle and of
polarization of the diffuse part of the doublie layer (see
review in Dukhin, 1971, 19753 Dukhin and Shilov, 1972;
Pathig, 1979; Schwarz, 1972; Chew and Sen, 1982).

Arul anandan and Mitchell (1968) have found that the
electrical properties of clay-water systems can only be
reascnably explained by requiring these double-layer effects
to be presant.

One noteworthy aspect of thae effective media theories,
such as the Maxwell-Wagner effect, is that they do not
produce electrical properties of magnitude greater than any
compocnent of the mixture. By allowing the double-layer
affects in Trukhan and later theoriaes, it is possible to
predict how a mixture of dry clay with relative dielectric
permittivity near B can be mixed with water of relative

dielectric permittivity near 80 to produce a composite
permittivity greater than 105 at low frequencies. At very

high frequencies (109 Hz and higher), the double-lavyer
generally cannot respond and the Bruggeman-Hanai formulas are
adequate.

When mixing conductors and dielectrics, the
Maxwell-Wagner effect is joined by the phenomenon callad
percolation. This is the phenomenon related to the minimum
number of conducting branches required to make a connected
path through an insulator. Shankland and Waff (1974} have an
excellent review. (Shante and Kirkpatrick, 1973; Kirkpatrick,
1973, 19783 Brandt, 19753 Clerc et al., 1975; Coniglio, 1975;
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Cusack, 19746; Bideau et al., 1976} Kesten, 19823 Deutscher et
al., 1983) The largest problem with percolation thecry is
that it predicts minimum required bond connectivities for
conduction in insulators that are not observed in real rocks.
Recent fractal theories suggest the problem is rocks bshave
like 2.5 dimensional solids, not 3-dimensional solids.
Remarkably, there are two mixing formulas that are widely

used which have no physical derivation as do the formulas
above. These are both based upon gecometric mean mixing and
are widely found in thermal, magnetic, slastic, and
electrical properties. For dielectrics, tpn formula is
called Lichisnecker's formula (see [70] to [74] and Olhoeft,
1979) with the result that nearly all rocks have dry relative
dielectric permittivities given by

Ky = 1.94

where d = dry bulk density in g/cms. For a series of

materials,the formula is

v \' v
1 2 3
Km = K1 Kz KS .an E1741
where vy is the volume fraction of material with
permittivity Ki and E vy = 1.

For conductors, the most common formula is called

Archie’'s Law, given by

m
%ock * Tfluid "N £1771
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where n = porosity
and m = an empirical saponent varying generally between
1 and 2.

Shankland and Waff (1974) and Madden (1774) give arguments as
to the value of the exponent, m. Brace et al. (19465) have
experimentally demonstrated that m = 2 is a very good fit to
the changing porosity of rock due to fracture closing under
compression above 4 kBar. Keller and Frischknecht (19466)
raviaew the various Archie’'s Law expressions reported in the
literature, finding the axponent to vary from m = 1.44 to
2.23 (sew also Timur et al., 1972; Keller, 1982). Jackson et
al.(1978) have shown that the shape of particles (and hence
the shape of the pore structure) is the primary deteraminant
in the value of m, with m = -1,20 for spherical particles and
m = -=1.85 for angular particles. Hermance (1979) concludes
that Archie’'s Law is a reasonable model for partial melt
(Schmeling, 1985), and it has been in use for many years as a
technique to derive formation properties from well logs. Sen
at al.(1981) have shown that [1748] and [177] are limiting
cases of [174].

Waxman and Smits (1948) extended Archie’s Law to include
surface conduction due to clays in shaly sands. Archie
(1942) originally included the effect of partial water

saturation with

o, = o, n® 52 [1781

where o, = conductivity of rock containing the fluid

r
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O = conductivity of fluid in pores

S, = fractional fluid saturation of pores

w
and n = gmpirical exponent {(generally bstwen 4 and 3).

Waxman and Smits modified this to

BQ
op = 0" SY (e, + —=2Yo) £1791
w

where B = squivalent conductance of clay exchange cations

and Gv = valume concentration of clay exchange cations.

This relationship has been the subject of sxtensive
invn;fiqqtinn, with recent papers and reviews by Patchett
(1973), Hill et al (1979), Juhasz (1979), Worthington (1982,
1983), Binh (1983), White (1983), Dunning (1983), and others.
This modification adding surface conductance to Archie’'s
Law also is required in many igneous rocks with very clean
water (high resistivity) and in materials which undergo
surficial alteration at high temperatures (see Figures 10 and
i1, and Olhoeft, 19773 Ucok, 19793 Drury and Hyndman, 197%9).
The mixing laws available in the literature were
genarally developed for limiting cases, such as infinitely
thin charging layers, pure dielectrics in the absence of
conductors, pure conductors in the absence of dielectrics, or
small concentrations of non—-interacting particles. The
frequency dependent behavior of clean silicates and of linear

mineralized rocks have besn modelled by Wong (1979}, Wong and

Strangway (1981), Sen st al. (1981), Sen (1981), and a few
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others. In general, The Bruggeman-Hanai mixing formula works
better than any other {(especially in the recursive form of
[175]). Sen et al (1981) have shown the relevance of ﬁhis
formula to rocks in general and how Archie’'s Law may be .
derived as a limiting case at very low frequencies. This and
the other formulas described do not work howaver, when clays
are presant with high surface conduction, in nonlinear

mineralized or altered systems, nor at high frequenciss

(above 107 Hz? whan geomatric scattering becomes important
{#.g., when the wavelength of electromagnetic energy
propagating through the medium becomes comparable to the
scalw of inhomogeneity in the medium and scale—invariance is
violated; Cohen, 19B81).

While the above formulas predict the value of electrical
praoperties for a mixture of materials, it is also possible to
pradict the range of values for a mixture given different
configurations of the components. In other words, the above
formul as assume statistical homogeneity and isotropy. In
many natural systems, the electrical properties are a result
of preferred grain orientation or alignment (ore structure or
other geometric anisotropy). The range can be predicted by
using bounding formulas. Hashin and Schtrickman (19462) used
a.variatinnal'approa:h to show that there existed predictable
upper and lower bounds to the prbperties of composite maedia.

By using [173] or [174] and selving for Kn versus v

as written, one bound is obtained. The other bound is

obtainad by solving the equation again with Ky and Ko
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reversed and substituting v for 1-v. For further discussions
of bounding, see Landauer (1978), Milton (1980, 1984),
Bergman (1978), 1980), Milton and McPhedran (1982), and
Kohler and Papanicolaou (1982).
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ELECTRICAL PROPERTIES SHORT COURSE -Gary R. Olhoeft

Wet Rocks Summary

In summary, the electrical properties of dry rocks are

relatively simple, with the DC conductivity having a very

low value (<107 mha/m) in the absence of connected
conductive minerals such as dendritic hematite, and having
high frequency dielectric permitivities that may be described
roughly by the physical mixing formula

K, = 1.929.
Combined, these result in a complex electrical conductivity

cf the form

c+ + iw% = aopc t 1”K¢‘o

slightly depandent on pressure, and strongly dependent upon
temperature as discussed sarlier.

Wet rocks have electrical properties that are
considerably more complicated with a complex conductivity

that is given by

or + io} = opell + m Gin,muwd) + iukK ¢ {1 + ¢ K{xywe)

where the DC conductivity is a function
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ope = N SN (o, + og)

that is dependent upon the available volume for water to
occupy (porosity) and how much is actually occupied
(saturation), the surface conduction along pore walls, the
electrical conductivity of the seclution filling the pores,
and the pressure and temperaturs depsndence of these

variables. The K_ given above must also be modified to

include water filling the pores through the Bruggeman-—Hanai

formula £174, 1751,

Further, at frequencies below about 10? Hz, the function
4K (x,wt) determines the frequency dependence due to
dielectric relaxation mechanisms and the function mB{(n,m,ul)
determines the fraquency dependence due to Faradaic chemical
reaction mechanisms. In a material like the clean sandstone
shown in Figure 31, both § and m chargeabilities are zero
with no dielectric or Faradaic relaxations.

In materials like Wyé4—104, a sandstone with both reactive
oxides, sulfides and clay minerals, shown in Figures 32 and
7C through 73, both Faradiac and dielectric relaxations may
be present. The non-Faradaic terms (such as from clay cation
exchange processes) are generally considered to be dielectric
relaxations. More often than not, the Cole-Cole time
constant distribution af [44] and [145] is used to describe

the frequency dependence. The time constant of relaxation is
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often controlled by the surface area involved in the
water-rock interfacial polarization through the particle
radius in theories of disseminated sulfides (Wong, 1979; Wong
and Strangway, {(1981), colloidal particles (Trukhin, 1961},
and in pore structures (Rangarajan, 1969) in which the
rate-limiting step is diffusion limited. In other systems
(particularly cation sxchange), the kinetics of the reactions
may be the rate limiting step, determining the time constant
of relaxation. The magnitude of the response is only
understood for linear systems of conducting particles with
assumptions as discussed earlier. However, thess models do
not adequately explain the dependence of the time constant

upon volume fraction mineralization.

Monlinearity appears in electrical properties at
water-mineral interfaces (Olhowft, 1979, 1985; Klein, 1980).
However, nonlinearity also appears from cation exchanga
capacity in clay minerals and appears to be associated with
the dielectric term. Nonlinear systems and insulating
particles with high cation exchange capacity have no adequate
models at this time. Few satisfactory models exist for
nonlinear redox systems (Sluyters—-Rehbach and Sluyters, 1970,
19843 Klein, 19803 Olhoeft, 1985).

There is a general ambiguity in deciding whether a
particular relaxation process belongs in the Faradaic or
dielectric portion of the model. If a broad snough frequency

range is measured, both terms are separable in principle.
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There is a gesneral tendency for the Faradaic tsrm to
dominate below 103 Hz and phase angles less than -nw/4, and

the dielectric term to dominate above 105 Hz and phase angles
betwesn —-n/4 and n/2.
Not reflected in the frequency dependence of electrical

properties models are geometric scattering properties at high

frequencias (above 107 Hz). These are scattering of the
electromagntic snergy due to the wavelsngth of the
slectromagnetic snergy propagation being less than 3 times
the size of the inhomogeneities or the scale of electrical
properties variation (Watts and England, 1974; Roswsiter,
19773 Ishimaru, 19783 Olhoeft et al, 1979). Such geometric

scattering is cbserved in nature above 107 Hz and is
particularly pronounced whan clays are present. Such
scattering appears as an increase in the imaginary part of K
{increasing loss) and a decrease in the real part, with
failure in all mixing laws (Cohen, 1981). Regular layering
of the right periodicity has also been observed to produce
geometric resonance that appesars to enhance the real part of
K (praoducing anomalously high apparent dielectric
permittivity). Such scgtt-rinq is rarely cbserved in the
laboratory due to the size of samples that are typically

maasured.

The temperature dependence of most rocks appears mostly

through the dependence of the electrical properties of water
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on temperature as discussed earlier (and Olhoeft, 1981), with

-E /kT
Ope ™ T, ©

and K_ relatively independent of temperature. The

functions of K{(}) and G{) ara both temperature dependent in

their chargeabilities and time constants, with

+E /kT

T-T°. Q

and similarly for A. In some materials, the time constant
distribution is independent of temperature and in others
dependent upon temperature, causing the frequency spectra to
change shape with temperature.

Pressure is only a significant parameter in most
materials as it varies the porosity and hence the amount of
water in the material. At low salinities, pressure is
important in the electrical propertiss of water above the

critical temperature for the solution.

Chemistry may be very important in determining which
chemical reactions will occur. The pH and Eh of the pore
water and the concentration of the sclution will influence
zeta potentials (and hence streaming and sedimentation
potentials) and the occurrence of redox reactions.

Concentrations of ions in saolution will also affect solution
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conductivity, dielectric permittivity, thickness of the
electrical double layer, and a variety of other parameters.
Rocks with low salinity water are more prone to have
conductivity of the rock-water system dominated by surface
conduction than volume conduction. Certain combinations of
chemistry may result in time constant distributions
controlled by diffusion processes while others will have time
constant distributions conrolled by the kinetics of the
chemical reaction paths. (For detailed discussions, ses the
slectrochemical literature: Bockris and Reddy, 19703 Archer
and Armstrong, 1960; Bard and Faulkner, 1980).

Texture may alsc be important in controlling frequency
spectra. Very different slectrical properties result from
hematite in silicates depending on whether the hematite is
finely disseminated as noninteracting particles, dendritic
with connected conducting paths, massive, or interlaminated
with ilmenite. Similar results hold for other sulfides and
oxides. Different responses also ressult depending upon
whether a clay lines a pore structure, bridges pores, or
blocks and fills the pores. Isolated, occluded
solution-filled porosity still alters the dielectric
permittivity of the mixturs even though the electrical
conductivity is not altered, but connected solution—filled
cracks are porosity that effects both permittivity and
conductivity. Very fine, thin cracks tend to have higher

proportionate surface conduction than large vugular pores
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(and similarly for fine versus coarse particlas).

The largest unsolved problems in the undcrltandihﬁﬁof
alectrical properties of wat rocks involve variations with
chemistry and texturas, interacting particles, and q.oﬁitric
scattering. In particular, the slectrical prnp-fiinn of
clays, zeolites, and other surface-active materials need much
more study, both sxperimesntally and theorstically. Near DC
the surface conductance is important, at  intermediate
frequencies the polarization and pafticln-int-ractianlrari
important, and at high frequenciss their contributions to.
geometric scattering are important.

Although clays, zeolites, colloidal humic materials, and
organic mafnrials are widespread in occurrence; very little
about their electrical properties are understood. Of
particular importance to oil exploration (Johns, 1979) and
monitoring of snhanced o0il recovery processes (Law and Kunze,
1944), mineral exploration, toxic waste disposal (Anderson st
al., 1982), and a variety of agriculture purposes (Bailay and
White, 19703 Burchill et al., 1981) are clay-aorganic
interactions (Fripiat and Cruz-Cumplido, 19743 van Olphen,
19773 Theng, 1979; Yariv and Cross, 1979), which result in a

wide variety of measurable electrical propertiss, but area not

understood (Trasatti, 1980; Appleby, 1983; Olhon*t, 1984,
1983).




